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Executive Summary

Population ageing is expected to put certain strains on social security expenditures such as pension, health and old-age care expenditures. Future economic growth rates in the EU-25 will determine the feasibility of projected age-related expenditures in all Member States. The recent budgetary forecasts of the EU (EPC report 2005) postulate that GDP per capita growth rates decline from a growth rate of 1.9% during the intervals 2004-10 and 2011-20 to a growth rate of 1.4% in 2021-30 and 1.3% in 2031-40. Afterwards, they increase again towards a growth rate of 1.6% in 2041-50.

Economic growth itself will be correlated to the age structure of the population. In this report we present an in-depth analysis on demographic change and economic growth and contrast our findings with the results in the EPC report 2005.

We provide a review of the recent literature that links changes in the demographic structure to economic growth and introduce three new empirical growth regressions for the EU-15 countries over the last decades (1950-2005). We choose one of our empirical estimations to conduct a prospective analysis of the future implications of demographic change on economic growth for the EU-25 countries up to 2050.

While population growth turned out to have no effect on economic growth in growth equations with the growth rate of the total population as the only demographic variable, during the last decades several authors have indicated that demography indeed matters once one considers the age structure of the population, i.e., once one abandons the assumption of a stable and hence constant age distribution. Changes in the age distribution of the population have been marked in the EU countries during the last five decades. The baby boom in the post-WWII period created a demographic dividend (starting in the 1970s) when the baby boom generation entered the labour market with the result that the growth rate of population became slower than the growth rate of the working age population. Indeed, this demographic dividend has recently been denoted as the first demographic dividend since there might exist a second demographic dividend when the population ages. The first demographic dividend can be decomposed into an accounting and a behavioural effect. While the former denotes the difference in the growth rates of the working and total population, the latter focuses on the role of demographic change for the output per worker ratio (often termed the productivity component). Demography may affect the productivity component through its impact on savings, investments, human capital formation, technological change, etc. As fertility will continue to decline, a demographic burden can be foreseen when the growth rate of the working-age population will fall short of that of the total population. However, as argued by Mason (2005) this demographic burden may result in a second demographic dividend. The second demographic dividend denotes the increase in the wealth-to-output ratio that may result as a consequence of increased savings as a response to the prospective of higher life expectancy and lack of labour income in retirement.

An important distinction in recent economic growth regressions that test for demographic effects is the distinction between the productivity component (output per worker) and the accounting effect (the difference in the growth rate of workers and the total
population). For the EU-25 we have found the following patterns for the accounting effect: Among western European countries we find the peak of the positive accounting effect during the 1980s, while the accounting effect will turn negative during the 2030s. A similar but more volatile pattern can be found for the Nordic countries where the baby boom took place during different time spans. For southern European countries we find a similar but much less pronounced pattern than recorded for the western European countries. The ten new EU Member States in central and eastern Europe have not experienced the baby boom and hence did not profit from any positive accounting effect as the EU-15 countries did. Up through 2010 the accounting effect is rather erratic and for some countries negative most of the time. Starting in 2010 most of the new EU-10 countries will experience a positive accounting effect.

To test whether demographic structure also plays a role for output per worker (in addition to the accounting effect) economic growth regressions that include demographic variables as important explanatory factors have been tested. Most of the literature applies the framework of the convergence model where the growth rate of output per worker is modelled to be proportional to the gap between the logarithm of the current and the long-run level of output per worker. The growth rate is assumed to be constant, while the steady-state equilibrium of output per worker is modelled to be country- and time-specific and to depend on country-specific characteristics. A review of recent studies on the empirics of demography and economic growth implies that although the setup of the models (with respect to the choice of explanatory variables and time periods) and the methods of estimation (cross-country vs. panel regressions) differ, the results of the various studies are generally compatible. An important finding is the fact that the growth rate of the working-age population has a positive effect on the growth rate of output per worker, i.e., the growth rate of the working-age population not only determines the accounting effect but also influences the behavioural component (the productivity term). Among the various demographic variables introduced, the youth dependency ratio turned out to be significantly negative in most of the studies reviewed. Evaluating the role of demography, Kelley and Schmidt (2005) find that for Europe the accounting effect was exhausted in the 1970s while the decline in the youth dependency ratio had a strong positive effect for the growth rate of output per worker during the 1970s and 1980s. Among the other explanatory variables included, Kelley and Schmidt found that human capital (as measured by life expectancy and education) was strongly growth-inducing over periods and regions while financial and political components had more ambiguous impacts. Similar findings as in Kelley and Schmidt have been obtained by other authors as well. E.g., Bloom and Williamson (1998) found that population dynamics explain almost 20 per cent of the growth observed in Europe over the time period 1965-1990. Kelley and Schmidt arrive at similar estimates since they note that core demographic variables account for 24% of the variability in the growth rate of output per capita for Europe over the time span 1960-1995. Bloom and Williamson (1998) propose two distinct channels through which demography may influence growth: through the labour force and through savings and investment. In Bloom and Canning (2001a) a third channel through which demography may affect economic growth is added: educational enrolment and human capital. Moreover they find a significant interaction between demographic variables and policies. Good policies lead
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... to higher growth and the impact of demographic change is greater when institutions are of higher quality. Similarly, Bloom, Canning and Sevilla (2003b) stress that open economies, a flexible labour force and modern institutions assure that a country can actually reap the demographic dividend.

While most of the studies either use the growth rate of the dependent or working-age population or dependency ratios as core demographic variables influencing economic growth rates, recent papers (e.g., Feyrer 2004) take the internal demographic composition of the workforce into account. The findings of these studies indicate that the share of workers aged 40 to 49 is associated with higher output. As a review of the various empirical studies indicates, the growth rate of the working-age population is in general one of the most robust demographic variables that is positively and significantly linked to output-per-worker growth in most of the studies. Combined with the fact that the growth rate of the working-age population also positively affects the accounting effect, the overall demographic role of the working-age population for economic growth is even higher. A similar consistent finding can be verified for the youth dependency ratio. If added as an additional demographic regressor, it turned out to be significant and negatively related to economic growth in most of the studies. The overall conclusion from this review is that independent of the method applied and of the set of additional control variables considered, the important role of the growth rate of the working-age population and the youth dependency ratio is robust. Many authors have noted the importance of the policy and social environment aspect and its interaction with demographic changes as an important determinant of long-run economic growth.

The focus of this report is on three new empirical studies that model economic growth in the EU and its relation to changes in the demographic structure for the past six decades. These three empirical exercises are intended to provide us with a deeper understanding of the effects of demographic factors on growth, as well as the nature of the interaction between demography and development. With this purpose, we carried out different empirical studies to highlight selected channels for the effect of demography on growth.

We started out to replicate a previous study of economic growth (GDP/working age population) and demographic structure (that was based on OECD data and limited to the period 1950-1990, Lindh and Malmberg 1999) for the EU-15 and a longer available time series: 1950-2005. The empirical approach is based on a human capital augmented Solow model. Other than in the framework of Mankiw, Romer and Weil (1992) we assume that technology is different across countries and we postulate a convergence of technology to an exogenous world technology. In sum, our results are similar to the previous findings for the OECD and the shorter time period. By applying a more detailed age structure we find that it is again the 50-64 age group that positively contributes to economic growth while both a large old-age population and a large young population affect economic growth negatively. As we argue in the report, these results imply that changing proportions of different age groups in the workforce require changes in labour market institutions and policies in order to take advantage of different types of growth opportunities. But not only the composition of the labour supply will change. The change in the composition of demand and supply of capital as the age structure changes will have an impact on economic growth as well. Most importantly...
it needs to be kept in mind that the exact nature of the various mechanisms proposed behind these correlations needs to be studied with micro data.

We next tested whether demographic variables such as proportions in different age groups and their change in time are robust determinants of long-run economic growth in the EU-15 by taking into account the variation in parameter estimates depending on the set of variables which is controlled for in the regressions. Through the robustness analysis we identified the key demographic variables that were related to economic growth during the period 1960-1990. Our results based on the empirical distribution of estimates indicate a robust positive partial correlation between the initial proportion of the workforce in the 30-49 age group and economic growth in the 30-year period thereafter and a robust negative partial correlation for the case of the proportion of the workforce in the 15-29 age group. These results are coupled with robust partial correlations with opposite signs of their respective changes in the period. Compared to our first study, it is now the middle 30-49 age group and not the 50-64 age group that is significantly positively linked to economic growth. This, however, implies that in the middle of the period (15 years later) the 45-64 age group represents the initial 30-49 age group. The results for the young age group are similar. Thus the results are actually completely compatible with the first study. However, as previously shown by Lindh and Malmberg (2004) and several other authors, the hump-shaped pattern of the age structure effects does shift to the right as life expectancy increases. Since increases in life expectancy are to be expected with certainty in the future, we opted to take our results from the first study as the baseline for the forecasts we present in Section 4 of this report.

While our first two studies indicate differential effects of various age groups on economic growth, in our third empirical rendering of economic growth and demography we investigated the nature of such effects by empirically analysing the influence of age structure on technology adoption (and, subsequently, on GDP per capita growth) in the EU for a panel setting from 1950 to 2005. Our estimates are based on the convergence model and we additionally assume that the distance to the technological frontier determines the speed of technology adoption. We then test whether the age structure of the economy can have an effect on the adoption parameter. We find that economies with a relatively low proportion of the workforce in the youngest age group (15-29) present insignificant absorption rates, as opposed to economies above the threshold, which tend to catch up with the technological frontier. For the other age groups (that are of course closely correlated with the youngest age group) we find that countries in the lower regime of the 30-49 and the 50-64 age groups have positive and significant absorption parameters. As we argue in this report, these age effects may support our hypothesis that for convergence it is highly educated youngsters who drive the absorption process while mature adults drive the mature productivity process. Though we cannot identify the validity of our hypothesis, the age-growth relations we uncover at least do not refute this young-old complementarity that also may be present in the labour market due to their different skill profiles.

Inclusion of further demographic variables did not appear significant as linear regressors. This can be interpreted as an indication that the effect of age structure on growth takes place through its interaction with the relative level of development of the country, and thus could be understood as an effect whose channel to growth is technology absorption.
Executive Summary

In the final part of this report we apply our first econometric setup to forecast economic growth rates for EU-25 assuming population forecasts as provided by EUROSTAT. For all countries we find that the long-term trend in the growth rates is downward, caused by the negative effect of an increasing share of the old age population. However, the time pattern of this decline differs between regions. Applying the baseline scenario of the population projections by EUROSTAT, the general trend is that most countries in the EU-15 can expect to end up with a growth rate around or below 1% per year, whereas the new Member States can expect a somewhat faster growth, between 1.5% and 2.0% per year. Applying alternative population projections yields almost no effect on projected income growth rates for the high-fertility scenario since it is only after 2050 that the bigger birth cohorts will enter into the 50-64 age group and have a strong positive effect on per worker GDP growth. An increase in the life expectancy by increasing the share of the 65+ age group will have a negative effect on income growth rates. However, all these results are to be understood as ceteris paribus results where it is assumed that increased life expectancy has no effect on the economic behaviour of individuals. A comparison of the baseline and the no-migration scenario indicates that the zero migration scenario has a relatively strong negative effect on per-capita income growth for countries that today have a positive net migration. While economic forecasts are not very sensitive to different demographic assumptions when we consider per capita GDP growth rates, differences between the population scenarios become more substantial when we consider total GDP growth rates.

A comparison of our projections with the EUROSTAT productivity forecasts (EPC 2005) indicates that our results exhibit more heterogeneity among countries and more fluctuations during the projection period. Moreover, our projections with respect to the annual growth rates are in general slightly more optimistic—in particular with respect to the next two decades—than the EU projections and exhibit more pronounced fluctuations.

Summing up, our report supports the argument that demographic factors matter for economic growth just as much or sometimes even more than the factors commonly stressed in the growth literature, such as technological change, innovation and political/institutional explanations. At the very least this indicates that any economic growth study which does not control for heterogeneity in population structure is very likely to suffer from omitted variables bias. Most importantly, through a series of sensitivity tests we found that demographic effects turned out to be extremely robust, independent of the economic variables included and the specific method (cross-country vs. panel data regressions) applied. We found a significant hump shaped pattern for the workforce age structure on economic growth. Demographic variables are better measured and defined and suffering from less endogeneity problems (except possibly the younger age groups) than most other variables commonly included in growth regressions. Combining our econometric estimates with the recent EUROSTAT population projections, we may conclude that it will be hard to avoid a decline in GDP growth rates in the EU and that this decline will be more severe in demographic scenarios that imply slow or even negative rates of workforce growth. It needs to be said that our forecasts only offer a possible alternative scenario to be compared with the recent EPC (2005) productivity forecasts. However, it seems to be rather promising that even within such a simple stylised econometric model that mainly relies on the projections of the future age structure, we arrive
at a rather convincing productivity forecast not fundamentally different from the EPC (2005) productivity estimates. One could argue that the assumption of convergence in productivity forecasts inherent in the EPC (2005) forecasts might be too strong, at least for the next two to three decades since it ignores the demographic diversity across the EU-25 that may be important for the demographic dividend still to be reaped by many of these countries. Our results also imply that many of the economic processes over the next five decades might be closely correlated to the demographic structure and hence can be captured by forecasts of the age structure. One should note that the demographic projections themselves are rather shaky over such long horizons though. It also needs to be kept in mind that macro-level econometric studies as presented in this report are not adequate to identify the mechanisms and causality that operates between the link of economic and demographic factors (although our results in the third empirical study partly offer such an explanation where we have shown that the absorptive capacity is related to the age structure). The next steps in the research agenda are clearly in-depth micro studies on economic-demographic interactions.
1 Introduction

During recent years there has been an increasing awareness of a direct influence of population age structure on the macro economy. The theoretical foundations of the reduced form models applied in econometric studies are: (1) the life cycle model of savings and investment and (2) age-specific variations in labour productivity. Because people’s economic behaviour and needs vary at different stages of life, changes in a country’s age structure can have significant effects on its economic performance. While young people require investment in health and education, prime-age adults supply labour and savings, and the elderly require health care and retirement income.

Recently, several authors argue that a falling youth dependency ratio (the population below working age divided by the population of working age) contributed to the economic growth miracle in East Asia. More general, recent evidence suggests that falling youth dependency ratios in developing countries can create an opportunity for economic growth assuming that policies to take advantage of the “demographic dividend” (openness to trade, labour-market flexibility, etc.) are in place. As argued by David Bloom and his colleagues “… the combined effect of this large working-age population and health, family, labour, financial, and human capital policies can effect virtuous cycles of wealth creation”. On the other hand, if a large share of the population is constituted by elderly persons (as projected for Europe during the next decades), the effects may be similar to those of a very young population. In this case a large share of the population depends on the output produced by a shrinking productive working-age population and might constitute a “demographic burden”.

Significant age structure effects have been found for economic growth, inflation and savings in OECD countries for the second half of the 20th century as well. The implications of this evidence have not yet been discussed widely. A few studies present evidence that statistical models of inflation and GDP growth explained mainly by the share of five-year age groups perform well in out-of-sample forecasting on a horizon of 3-5 years ahead during the 1990s. A different methodology applied in the literature is to use the estimated coefficients on demographic variables—as estimated by pooled time series and cross-county regression of economic growth—to assess the future contribution of demographic change on economic growth. Various authors have found that “population dynamics can explain between 1.37 and 1.87 percentage points of growth in GDP per capita in East Asia”. On the other hand they also found that “in East Asia, the growth in GDP per capita attributable to demographic influences is projected to be negative between 1990 and 2025, … a loss of 0.14 to 0.44 percentage point up to 2025”. On the other hand, countries in South Asia are projected to gain from their demographic changes in the future. A similar study at EU level has not yet been performed.

It needs to be said that age structure is only one of a set of relevant factors that determine economic growth and this is equally relevant for the EU where the role of R&D and human capital formation are particularly relevant. As recently argued in a series of papers, the planned increase of R&D spending to 3% of GDP by 2010 will most likely not be sufficient to reach the US productivity level by 2010. R&D expenditures need to go hand in hand with other measures such as human capital development to increase the absorptive capacity of a country, i.e., the ability to absorb and take advantage of technologies initially
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developed abroad and to facilitate international technological spillover. Demographic changes will intervene with these other forces of growth and in particular the foreseen ageing of the European population requires intensified and longer utilisation of existing human capital.

The challenge to estimate the role of demographic structure and dynamics on economic growth in the second half of the 20th century is the divergence of demographic patterns across Europe (e.g., patterns of fertility in eastern Europe have historically been very different from the West). On the other hand, the baby boom and its subsequent baby bust constitute a unique variance in the age structure over the last five decades that will help to identify the role of demography for economic growth. The prospective analysis will be more difficult since the foreseeable ageing of the European population is unique in history and one may not directly apply the effects of demographic variables found for the 1950-2000 period to forecast economic growth over the first half of the 21st century.

In this study we offer a comprehensive review of empirical evidence that relates demographic structure to economic growth (Section 2). We first discuss key developments of the demographic structure and introduce the concepts of the demographic dividend and demographic burden (Section 2.2). After a brief review of the correlation between savings, economic growth and demographic change (Section 2.3) we introduce an organising and modelling framework of linking demographic structure to economic growth (Sections 2.4 and 2.5). In the section on empirical rendering of demography and growth (2.6) we review several of the recent studies that have estimated the link between demographic change and economic growth. We conclude Section 2 by briefly summarising the various specifications of age structure used in the literature.

The focus of the current report is Section 3 where we introduce three new empirical studies that model economic growth in the EU and its relation to changes in the demographic structure for the past six decades. The three empirical exercises in Section 3 are meant to provide a deeper understanding of the effects of demographic factors on growth, as well as the nature of the interaction between demography and development. In this sense, we will carry out different empirical studies which highlight selected channels of the effect of demography on growth.

Our empirical approach in section 3.1 is based on a human capital augmented Solow model. We derive an expression of transitional growth rates conditioned on the demographic structure, initial income and a set of independent variables that will control for social infrastructure including quality of institutions, trade, investment, R&D, human capital, etc. Because of feedback effects from the level of output per working person, many of the independent variables we consider might be endogenous. We will therefore propose various instrumental variables to avoid biases in our regression estimates.

In Section 3.2 we test whether the results on the demographic structure are sensitive to the inclusion of various explanatory variables used in other recent studies on cross-country growth. Several approaches can be used to test the robustness of the various explanatory variables to changes in the set of controls used in the growth regression. The literature on measuring the robustness of growth determinants tends to rely on extreme bound analysis, or other techniques based on this methodology. The rationale to this approach is to obtain the estimates of the parameter attached to a given explanatory variable for all possible
combinations of other potential controls available. A level of robustness for the variable under study can then be obtained by evaluating the full distribution of all these estimates. Several refinements of this methodology, including the use of Bayesian techniques (Bayesian averaging of classical estimates, BACE) and nonlinear regression models with threshold effects have recently been developed. We will implement a robustness exercise in our piece of research in order to evaluate the robustness of demographic variables growth determinants in Europe for the period under study. Through the robustness analysis we will identify the key demographic variables related to economic growth during the second half of the 20th century.

In Section 3.3 we analyse empirically the influence of age structure on technology adoption (and, subsequently, on GDP per capita growth). We hypothesise that the age structure of the economy can have an effect on the technology adoption parameter. This hypothesis will be empirically tested making use of recent developments in the econometric literature of threshold estimation.

We select the model of Section 3.1. to estimate the implications of demographic change on the future development of economic growth for the next five decades (Section 4.1). While the growth regressions for the past are based on the EU-15 countries, the prospective analysis is conducted for the EU-25. In particular we investigate the sensitivity of the results with respect to alternative population forecasts as given by EUROSTAT. In Section 4.2 of the report we compare our forecasts of economic growth to the assumptions underlying the recent projections of age-related expenditures by the European Commission.

We conclude our report by reviewing and discussing the key findings of our study.
2 Demographic Structure and Economic Growth: Theory and Evidence

The current section of the report will focus on reviewing existing research that has investigated the relation between age structure and economic growth. Sections 2.1, 2.4 and 2.5 are based on Kelley and Schmidt (2005).

2.1 Introduction

According to the neoclassical growth model (Solow 1956) population growth reduces economic growth due to capital dilution. However, various studies using cross-country data found an insignificant effect of population growth on economic growth for the 1960s and 1970s. In the 1990s Barro (1991, 1997) introduced a set of demographic variables into “convergence” models of economic growth (cf. Section 2.5 below). In general, fertility, population growth and mortality turned out to be negatively, and population size and density to be positively, related to per capita output growth. In the late 1990s several authors confirmed that population growth has no effect on economic growth in growth equations with the growth rate of the total population as the only demographic variable. However, they show that demography matters for economic growth, once one considers changes in age structure, that is, once one drops the implicit assumption of a constant age composition of the population. The theoretical foundation of these models can be found in the (a) life cycle model of savings and investment and (b) age-specific variations in labour productivity. More specifically, these authors regress the growth rate of GDP per capita on the growth rate of the working age population and the growth rate of the total population (and various other control variables). The results show a positive and significant effect on the growth of GDP per capita due to the growth of the working age population, and an opposite, negative and significant effect from the growth rate of the total population. As argued in Kelley and Schmidt (2005, p. 277) “What has changed with the evolution of modeling in the 1990s is a clearer interpretation of the channels and sizes of demographic changes on the economy.”

Before we continue to introduce the modelling framework (Sections 2.3 through 2.7) we briefly review the empirical evidence of the change in demographic structure and its possible link to economic growth. As discussed in Feyrer (2004), demographic variables offer a great opportunity for empirical growth estimation since they are (a) strongly predetermined (the current age structure of the active population was determined roughly twenty years ago and should be predetermined w.r.t. current output movements) and (b) they display an important time series variation (e.g., the baby boom that had a strong repercussion on the age structure of the active population). The time series variation allows to exploit the panel nature of the data. In the empirical growth literature many of the time-varying variables like investment, schooling, etc. are endogenous while exogenous variables, such as geographic ones, lack the time series variation.
2.2 Demographic Transition and the First and Second Demographic Gift/Dividend

Ever since World War II, developing countries have been undergoing a demographic transition at varying rates and times (Lee 2003). During the standard demographic transition scenario, infant mortality declines and fertility falls with a lag only after the mortality decline has begun. As a consequence, a demographic transition leads first to a demographic "burden" because population growth is faster than the growth of the working age population. Later, as fertility declines, the demographic transition leads to a demographic “dividend” because the growth of the working age population is faster than the growth of the total population (cf. Bloom et al. 2003b). In addition, as argued in Mason (2005) the working age population increases also due to lower mortality. However, once the mortality further declines at higher ages and fertility stays at low levels, the demographic dividend turns into a demographic burden again as the retired population increases.

Similar to developing countries, the demographic dividend could be observed in the time since World War II in industrialised countries as well when they underwent first a baby boom which was followed by a baby bust and continued low fertility (with the latter phenomena often referred to as the second demographic transition) at varying rates and time points. As a consequence, the demographic change first led to a demographic "dividend" when the baby boom generation entered the labour market because population growth was slower than the growth of the working age population. In the coming decades, the fertility decline that set in will lead to a demographic “burden” because the growth of the working age population will fall short of that of the total population.

The demographic “dividend” leads to opportunities for growth of output per capita for two reasons. First, there is an accounting effect because a rising ratio of the working age population to the total population increases the ratio of “producers” to “consumers”. Obviously this contributes positively to the growth of output per capita. Second, there might also exist “behavioural effects” on the growth of output per capita. As Bloom and Williamson (1998) stress, a rising growth rate of the working age population leads, on the one hand, to capital dilution, that is, a reduction of the ratio of capital to the working age population. On the other hand, a rising ratio of the working age population to the total population implies a decrease in the dependency ratio. Bloom et al. (2003a), using aggregate data of developing and developed countries, show that a falling dependency ratio increases aggregate savings (see, among others. Kelley and Schmidt 1996). As argued in Mason (2005) further mortality decline at retirement age reduces the first demographic dividend.

By comparing cross-sectional age profiles of production and consumption in the USA in 2000, Mason (2005) identifies the population aged 24 to 57 to contribute positively to the first demographic dividend. To estimate the magnitude of the first dividend, Mason (2005) computes time series of the support ratio (which gives the ratio of effective workers per
effective consumers\(^1\)). The growth of this ratio for the five-year period \([t, t+5]\) is interpreted as the dividend. While the support ratio exceeded 1.1 in the USA in 1950 it was below 0.9 in Mexico. Therefore, the USA had a clear advantage which is expected to remain until 2015. In both countries this ratio declined during the 1950s and 1960s as a result of relatively high fertility. Fertility decline caused an increase of the support ratio beginning in the USA in 1970 and in Mexico in 1975. In the USA this increase lasted until 2000 and in Mexico it is expected to persist until 2025. Comparing the total increase of 12.7 per cent over a 30-year period in the USA with an increase of 46.4 per cent during a 50-year period in Mexico reveals that Mexico gained much more from the first demographic dividend—albeit starting from a significantly lower level with respect to the support ratio.

Comparing world regions, Mason (2005) finds that the dividend period started in the industrial countries in 1970 followed by Latin America, the Pacific Islands (around 1975), the Middle East and North Africa, East and Southeast Asia, the transitional economies (around 1980), South Asia (around 1985), and sub-Saharan Africa (just before 2000). The duration of the dividend period ranges from 30 years in the industrial countries to 60 years in South Asia. Comparing individual countries with respect to duration and magnitude of the dividend reveals a positive correlation between duration and magnitude for countries with a dividend period lasting less than 40 years. Despite the comprehensive comparison of dividends, i.e., increases of support ratios, among countries and regions Mason (2005) argues throughout most of the paper that it is not only the increase but also the absolute level of the support ratio that matters. Although the first demographic dividend may last for several decades, it is temporary in its nature since the increase of the working age population due to demographic transition cannot be sustained.

When the first demographic dividend turns negative due to an increase in the retired population, the second demographic dividend comes into play. Its magnitude depends on the foresight of consumers and policymakers, therefore it is highly policy-dependent. Ageing populations face a substantially reduced labour income. Since individuals are aware of increases in life expectancy they adapt their savings behaviour and accumulate wealth to compensate for the lack of labour income during their retirement—in particular but not only in countries which do not provide a pay-as-you-go pension system. Investing these savings in the domestic economy results in capital deepening and accelerated growth in output per worker. Foreign investments, on the other hand, increase the current account and national income. Both types of investment result in more rapid growth of income per capita.

Calculating the magnitude of the second demographic dividend is more difficult than for the first dividend partially because it is a forward-looking factor. Capital accumulation typically takes place during the late working age when peak earnings coincide with completed childrearing responsibilities. Thus, Mason takes the ratio of the wealth of the age group 50 and older to total labour income as an input to estimate the second dividend. Comparing world regions reveals that the wealth to output ratios varied between 0.4 for the Pacific

\(^1\) Effective means that the definition of the support ratio allows for weighting the number of workers and consumers by their age-specific labour force participation rates, earning capacities, and consumption needs, respectively.
Islands and 2.2 for the industrial countries. The wealth ratios exhibit a pronounced increase from 1950 to 2000 for all regions except sub-Saharan Africa. While between 1950 and 1975 the most rapid annual growth occurred in the industrial countries (1.1 per cent), from 1975 to 2000 East and Southeast Asia (2.8 per cent), the Pacific Islands (2.6 per cent), Latin America (2.1 per cent), the Middle East and North Africa as well as East and Southeast Asia (both 1.7 per cent) and even the transitional countries (1.4 per cent) clearly surpassed the industrial countries which also exhibited an increased growth of 1.3 per cent.

Mason considers a Cobb-Douglas production function with capital and effective labour being the only production factors. Moreover, the elasticity of output with respect to capital is assumed to be one third. Consequently, an increase in the growth rate of wealth to labour income of one per cent results in an increase in growth of income per effective consumer of 0.5 per cent. Thus, the elasticity of labour income with respect to capital is 0.5. With this elasticity and the ratio of the wealth of the age group 50 and older to total labour income (see previous paragraph), Mason estimates the second demographic dividend. Comparing the first and second demographic dividend with the actual growth in gross domestic product per effective consumer for the period from 1970 to 2000 reveals that only in three regions of the world—the industrial countries, East and Southeast Asia, and South Asia—the countries succeeded in achieving a rate of economic growth exceeding the sum of the first and second demographic dividend. The other world regions failed to exploit the growth potential provided by demography and savings behaviour. The second dividend depends on how the accumulation of capital is related to population ageing. In contrast to the first demographic dividend the second demographic dividend can be sustained and it is usually about twice as high in magnitude.

2.3 Savings, Economic Growth and Demographic Change (Mason 1988)

In Section 2.6 we will review empirical studies and their theoretical foundation that link demographic change and economic growth. In this section we briefly analyse one of the most commonly applied arguments: the correlation between savings, economic growth and demographic change (Mason 1988).

While in most of the industrialised world nowadays the main concern with respect to population dynamics and economic growth is focused on the impact of a shrinking and ageing population, Mason (1988) discusses the economic consequences of the developing countries’ growing population. A rapidly growing population requires increasing investment to maintain the labour to capital ratio and, thus, labour productivity. Besides this simple relationship between population growth, savings, and economic growth, the accumulation of human capital, institutional and restructuring problems also play an important role. Some researchers even put into question whether investment is determined by national savings. Mason (1988) investigates (1) How important is a high rate of savings to rapid economic growth? and (2) Does a rapid population growth impede efforts to raise the rate of savings?

There is empirical evidence supporting that domestic saving is the major source of investment (Mason 1988). A cross-country comparison reveals a correlation between the gross domestic saving ratio and the gross domestic investment ratio of 0.74 and the slope of
the corresponding regression line is 0.63, i.e., a one per cent increase in saving results in an increase of investment by 0.63 percentage points.

However, the neoclassical growth model (Solow 1956) suggests that saving has no influence on the long-run growth of total and per capita output because capital deepening not only increases the capital to labour ratio but also requires an increased share of output to replace and maintain existing capital. Thus, depreciation of capital may eventually exceed net investments. A growing labour force may aggravate this process since more workers need to be equipped with capital. Within the neoclassical framework, an increase in investment temporarily enhances the rate of growth of output and persistently increases the level of output per worker. Mason (1988) calibrated a simple neoclassical growth model to capture the development in the United States from 1950 to 1975 and in Japan from 1885 to 1940. With that simulation he addressed the question of the impact of changes in the investment rates on output per worker. The model does not capture human capital, prices, structural change, and foreign trade. The simulation results reveal short-term deviations from the actually observed levels in output per worker but the simulation is consistent with the long-run trends. Despite the good fit of the model, Mason concludes that the model may not be appropriate for most developing countries which do not have mostly inward looking-economies like the US and Japan during the period under consideration.

Net investment, gross investment minus investment devoted for replacing depreciated assets, determines the actual increase in a country’s real wealth. However, for most countries reliable data on net investment are not available. This holds especially for time series data. As a consequence, many empirical studies employ gross investment to indicate the resources available for enlarging a country’s physical plant. For some countries, net national saving can be decomposed into government saving and private saving, and private saving can be further decomposed into corporate and household saving. This decomposition is relevant since the impact of demographic factors on these three components of savings differs.

Tobin (1967) and Leff (1969) investigate the impact of population growth on aggregate savings. Both studies are based on the life cycle savings model, which connects savings and demographic factors and incorporates effects on the household level and on the aggregate level as well. Within this framework there is no match between current income and desired expenditures since consumption and earnings are assumed to vary in different ways over the life cycle. Life cycle savings allow households to shift income between time periods to adapt to the path of desired expenditures. In periods when earnings exceed desired expenditures households will save and vice versa. Consequently, savings will be highest in the middle of a person’s life when saving for retirement takes place. Aggregate savings, being among the major sources of investment, depends on savings of currently working households and the dissaving of currently retired households. According to life cycle savings, decreasing fertility influences savings for two reasons. A reduced burden of childrearing leads to less consumption and an increase of savings at the household level. This is called the dependency effect. On the other hand, reduced fertility causes population ageing and, in turn, the relative number of older households increases. Since older households on average have a lower rate of saving, this again reduces savings. A growing population, on the other hand, means that the young and saving households outnumber the old and dissaving households. Consequently, a
growing population leads to an increase in aggregate savings. Therefore, this second effect is called the rate of growth effect. While the dependency effect implies a negative relation between rapid population growth and savings, the growth effect implies a positive relation.

Not all saving that takes place is actually due to life cycle saving. Households also conduct estate savings which is saving for the purpose of a permanent increase in wealth. Estate savings always result in increased aggregate saving which is not the case for life cycle savings. If a fertility decline stimulates households to allocate a higher share of their income to estate savings, then aggregate savings will increase. Within the life cycle savings framework a decline in the number of children will increase savings according to the growth rate of aggregate income. Moreover, a lower rate of population growth results in a lower number of households engaged in life cycle savings relative to the number of households engaged in life cycle dissavings.

The dependency effect and the rate of growth effect are both based upon the life cycle hypothesis which is fundamentally a microeconomic theory. On the macro level, changes in the age structure affect savings because an increase of younger age groups, for instance, increases consumption relative to production and vice versa. There are three competing hypotheses which try to explain the impact of additional children on aggregate savings:

Redistribution effect: Changes in the composition of a household result in a redistribution of consumption among household members, leaving both the total consumption and the rate of consumption unaffected.

Level effect: An increase of the number of household members causes an increase only in the level of household consumption.

Intertemporal substitution or Timing effect: An increase of the number of household members results in intertemporal substitution, i.e., a currently increased level of consumption is compensated by reduced consumption during other periods of time.

According to the redistribution hypothesis, there is no influence of childbearing on aggregate savings. The level hypothesis implies that a decline in childbearing results in an increase in aggregate savings. Finally, the timing effect states that lower fertility reduces current consumption and increases savings to pay for future consumption. The timing effect corresponds with the life cycle model.

2.4 An Organising Framework

The recent development accounting literature (Hall and Jones 1999) has stressed that only workers can contribute to production and therefore an understanding of differences in output per worker is more important than an understanding of differences in output per capita. Therefore, an understanding of the role of demographic structure on economic growth requires to concentrate on output per worker. This approach has been followed in recent papers. Starting from the identity \[ \frac{Y}{N} = \frac{Y}{L} \frac{L}{N} \], where \( Y \) denotes output, \( N \) total population and \( L \) working age population, and applying growth rates yields:

\[
\frac{Y}{N_{gr}} = \frac{Y}{L_{gr}} + L_{gr} - N_{gr} \tag{1}
\]
where the subscript $gr$ indicates growth rates. The first part on the right-hand side of equation (1) constitutes the productivity component (i.e., the growth rate of output per worker) while the second part represents the translational component (Bloom and Williamson 1998) as defined by the difference of the growth rate of the working age population and the growth rate of the total population.

Kelley and Schmidt (2005, p. 278ff) discuss three forms of the translational component:

1. Translations I: $L_{gr} - N_{gr} = 0$

Under these conditions population growth only affects output per worker growth through the productivity term. As argued in Kelley and Schmidt, such an assumption is most applicable under stationary (long-run) population conditions where every age group grows at the same constant rate. During transitional periods of demographic change, this condition is likely to be violated.

2. Translations II: $L_{gr} - N_{gr} = (L/LF)_{gr} + (LF/WA)_{gr} + WA_{gr} - N_{gr}$

where $L$ denotes total labour hours, $LF$ denotes labourers available for work and $WA$ working-aged population. Hence, the first term on the right-hand side constitutes a measure of labour utilisation and the second term constitutes a measure of labour force participation. Kelley and Schmidt discuss the potential endogeneity that such a representation constitutes, i.e., while the growth rate of the working age population is predetermined, the growth rate of the population will be determined by fertility which will interact with the labour force participation.

3. Translations III: $L_{gr} - N_{gr} = WA_{gr} - N_{gr}$

This formulation is referred to as the Harvard notation which assumes that the growth rate of the working age population is a rather close substitute to the growth rate of the labour force. In the empirical part of our document (Section 3) we follow this notation for three reasons: (i) similar to the suggestion by Kelley and Schmidt (2005) we also chose the same representation as in previous models to allow for direct comparability of the coefficient of important demographic variables (ii) we lack consistent cross-country time series of labour force participation and finally (iii) similar as in Kelley and Schmidt, by choosing the working age population instead of the population weighted by labour force participation we prevent the problem of endogeneity. It is very likely that labour force participation rates might reflect part of the economic growth prospects of countries.

Figure 1 depicts the observed and projected difference between the growth rate of the working age population and the growth rate of the total population in the EU-25 countries beginning in the 1950s until 2050. A positive difference indicates that the working age population grows faster and, as a consequence, the share of the working age population increases and vice versa.

The first picture describes the development in the six western European countries. A common pattern in these countries is a pronounced positive difference during the 1980s resulting from the post-World War II baby boom. Although the peak differs in magnitude its timing is synchronous among these countries. During the 2030s the difference is projected to become negative at the same time in all six countries which is an echo of the fertility decline which has already started and is expected to persist in western European countries.
In the second picture we illustrate the dynamics in the Nordic countries and the UK. This picture shows that the post-World War II baby boom exhibits a rather diverse pattern with respect to time. While Finland experienced the peak of the difference already during the 1960s, Denmark and the UK followed in the 1980s and Ireland in the 1990s. As a consequence, Finland arrives at the minimum around 2015, Denmark and the UK around 2030, and Ireland around 2040. The trajectory representing Sweden shows a perpetually oscillating pattern without a pronounced peak.

The third picture exhibits the situation in the southern European (Mediterranean) countries. The peak was reached during the mid-1980s followed by a steady but modest decrease persisting until the 2030s. The maximum is lower than in western European countries and also the fluctuations are less pronounced.

The last two pictures illustrating the development in the ten new EU Member States, i.e., the central and eastern European countries, differs strongly from the three pictures discussed so far. The time span from the 1950s until 2000 is characterised by erratic oscillations with negative differences dominating. Thus, in these countries the total population grew faster than the working age population during that time period. However, beginning around 2000 there is an upward trend with a transient peak between 2015 and 2020 followed by a temporary downward trend. However, beginning in the 2030s there is again a tendency to rise persisting until the end of the period under consideration.

Whether demographic variables have an additional effect on output per capita growth through the productivity component (i.e., output per worker growth) needs to be estimated with the help of proper econometric models. In the next section we briefly review the basic modelling framework that guides estimations of the productivity component.

### 2.5 The Modelling Framework

The underlying premise of these models is based on neoclassical growth theory assuming that countries converge to their long-run, steady-state equilibrium level of output \((Y/L)^*\):

\[
(Y/L)_{it} = c \ln(Y/L_{it})^* - \ln(Y/L_{it})
\]

The growth rate of output per worker is modelled to be proportional to the gap between the logarithm of the current level of output per worker and the long-run level of output per worker. While the growth rate is constant, the steady-state equilibrium level of output per worker is country- (i) and time- (t) specific and is modelled as a linear function of time and country-specific characteristics:

\[
\ln(Y/L_{it})^* = a + bZ_{it}
\]
Figure 1:
Difference between growth rate of working age and total population, 1951-2050
Recalling that the steady-state equilibrium level of output per worker derives from a production function, $Z_{it}$ will encompass physical and human capital, resource stock, new technologies, government policies etc. The convergence parameter ($\alpha$) is similar across all countries and thus requires further consideration of country-specific variables controlling for financial and political variables.

Whether or not the growth rates of the working-age and total population have an impact on the steady-state output per labour ratio has to be tested. Recalling the textbook growth model of Solow (1956) the steady-state output to labour ratio will depend on the savings rate, the population growth rate and the rate of technological progress. At least from a theoretical point of view, higher growth rates of the population will reduce the equilibrium output per worker level in such a model. Moreover, the current level of youth and age dependency will influence savings rates (see our discussion in Section 2.3) thereby indirectly (via $s$) influencing the steady-state output per worker level. Recent endogenous growth models of
technical change that argue for positive scale effects attribute a positive contribution on growth from population size. Also population density has been argued to play a role for the development process, either positively through higher efficiency (e.g., in transportation, markets and communication) or negatively through increased congestion.

To sum up, demographic impacts on the productivity component will not be modelled through the indirect influences of $N_{gr}$ and $WA_{gr}$ which are constrained to their translational roles. They are rather measured directly through population’s age structure which is modelled by dependency ratios ($D_1$ for those under the age of 15 to working age (15-64) and $D_2$ for those above 64 to working age), total population or density.

2.6 Empirical Rendering of Demography and Growth

In this section we review empirical studies that concentrate on the inclusion of demographic variables into economic growth regressions.

2.6.1 Kelley and Schmidt (2005)

The equation estimated in Kelley and Schmidt (2005) is as follows

$$\left(\frac{Y}{N}\right)_{gr} = ac + \frac{bc(Ze + Zd)}{L_{gr} - N_{gr}} - c \ln\left(\frac{Y}{L_0}\right) + d\kappa_i + \tau_t + \epsilon_u$$

with $\kappa_i$ as regional and $\tau_t$ as period-fixed effects allowing for exogenous shocks and $\epsilon_u$ a standard error term. Note that the term in the first square denotes the productivity model and the term in the second square denotes the translational model (cf. Kelley and Schmidt 2005, p. 284). The economic core variables ($Ze$’s) are taken from Barro and contain economic, educational, political and health indicators. Among the demographic core variables ($Zd$’s), the youth and old-age dependency ratio ($D_1$, $D_2$), population size ($N$) and density ($D$) are suggested.

The data cover 86 countries and 4 growth periods from 1960 to 1995, thus forming a panel with 344 observations. Regressions are oriented on Barro (1991, 1997) and employ two-stage least-squares estimation while introducing, among others, regional and period binaries.

After a simple demography model using mainly Barro’s core, two translational demography models appending the Harvard translation component are estimated (cf. Kelley and Schmidt 2005, p. 287). In the first two models, the growth rate of output per capita constitutes the dependent variable. In the third model, the growth rate of output per worker is taken as the dependent variable. Thus the latter framework permits an explicit test for direct productivity impacts of $N_{gr}$ and $WA_{gr}$. In the first three estimated models, $\ln(Y/N)$ is used as convergence term and thus makes the introduction of the translational term $\ln(WA/N)$ necessary. However, this impedes the introduction of dependency ratios due to multicollinearity problems and therefore the coefficient of $\ln(WA/N)$ will include translational as well as dependency impacts. A fourth and fifth model enrich the demography specification in the long-run perspective by introducing the youth and old-age dependency ratio, population density and size.
The models fit the data satisfactorily and 9 out of 12 economic core variables $Z_e$ are always significant. Moreover, the economic core variables are not particularly sensitive to the demographic specifications.

Changing from the simple to the translational demography model, the negative impact of population growth $N_{gr}$ becomes much stronger. Therefore it is reasonable to assume that the effects of $N_{gr}$ in earlier studies were mixed since they absorbed the effect of the growth rate of the working age population $W_{gr}$ as well.

While $N_{gr}$ has no significant influence on the growth rate of output per worker, $W_{gr}$ does have a positive effect indicating a role of $W_{gr}$ beyond translations. According to the authors, however, the positive effect of $W_{gr}$ is due to omitted variable bias which can be eliminated by the introduction of direct measures of the age structure. A similar problem occurs for the translation variable $\ln(WA/N)$ of the convergence term $\ln(Y/N)$ where omitted variable bias leads to a significant strong positive value. A solution is to use $\ln(Y/WA)$ as a convergence term which permits also to include youth and elderly dependency ratios in the estimation.

Among the demographic core variables $Z_d$, only youth dependency is significant. The authors point out that the more demographic details are incorporated into the model, the more distinctly separable are the productivity and the translational model. Furthermore, they stress the importance of using dependency levels like the youth dependency rate rather than growth rates such as the working age population growth rate whose significance vanishes if the youth dependency is introduced.

How much does demography matter?

To study the role of demographic factors in explaining interdecade changes in output per capita growth rates, Kelley and Schmidt apply the estimated coefficients from their preferred model (Table 1, model 5, p. 287) to changes in mean values of the independent variables across decades.

At the average worldwide level they find positive economic impacts in the 1980s and 1990s and growth enhancing demographic trends throughout. However, translational effects have been exhausted after the 1970s. These average worldwide impacts, however, concealed a considerable variability across decades and regions.

While the impact of core economic variables ($Z_e$) differ across region and time, core demographic variables ($Z_d$) have a positive impact in 4 out of the 5 regions considered. Furthermore, the convergence term is negative between any two decades of economic growth in Europe and Asia. The most important role, however, is played by the largely unexplained exogenous factors.

A closer look at core economic variables indicates that human capital (as measured by life expectancy and education) had a strong growth-inducing effect over all periods and regions, while financial and political components had more ambiguous impacts. Although political components are the least influential worldwide, they are actually offsetting each other throughout the different regions. Among the demographic core variables, changes in youth dependency ratios had a strong positive impact, while elderly dependency ratios did not yet have an impact. Obviously, the variation in elderly dependency ratio is still rather limited
for past decades. While life expectancy has been attributed to the economic core variables, possibly some of the impacts from life expectancy would also account for demographic changes. The translational components had positive impacts in 3 out of the 5 regions and the growth rate of the working age population could enhance the growth rate of output per capita only in the first two periods.

Translational components can well explain demographic transitions which took place differently across regions and time. Furthermore, they changed more rapidly than youth dependency ratios which exert their influences on a longer time period. In Table 1 we summarise the results for Europe as presented in Kelley and Schmidt (2005, p. 293).

A different presentation of the results is to consider relative contributions of the various influences to variability in the growth rate of output per capita. These relative contributions can be computed as component shares in total movement which is defined as the sum of the unsigned impacts of all variables. Globally, core demographic variables account for 8%, human capital for 16%, financial/economic factors for 15%, demographic translations for 13%, convergence adjustments for 9%, politics for 4% and exogenous factors for 36% (cf. Kelley and Schmidt 2005, Table 3, p. 296). For Europe the corresponding values are 24% (demographic core), 9% (human capital), 16% (financial/economic factors), 10% (demographic translations), 13% (convergence adjustment), 9% (politics) and 33% (exogenous factors).

In summary, Kelley and Schmidt strongly argue that future research should be based on the distinction between demographic change affecting output growth per worker and variables which translate such growth into per-capita terms.

### 2.6.2 Bloom and Williamson (1998)

The aim of the paper is to show the role of demographic factors in explaining the boom in economic growth rates in East Asia during the 1965-90s. As the authors stress, the realisation of the demographic dividend in East Asia was possible since “social, economic, and political institutions and policies” were in place “that allowed them to realise the growth potential created by the transition”.

The authors start from a neoclassical growth model and apply the conditional convergence model (cf. Section 2.5 of the report) to arrive at the following equation to be estimated:

\[
g_y = \Pi_1 y(T) + \Pi_2 + g_{\text{workers}} \Pi_3 + g_{\text{population}} \Pi_4 + \epsilon
\]

with \( g_y \) being the growth rate of real GDP per capita in 1965-90 in purchasing power parity, \( y(T) \) the logged initial output per capita, and \( g_{\text{workers}} \) and \( g_{\text{population}} \) the growth rates of the economically active and total population, respectively. \( X \) is a matrix containing the determinants of the steady state. The authors followed the Asian Development Bank (1997) in their selection of variables: average years of secondary schooling in the initial period (in natural logs), life expectancy in the initial period, a measure of natural resource abundance, a measure of openness, an index of institutional quality, average government savings, and geographic variables indicating the ratio of coastline to land area, whether there is access to
major ports, and whether the country is located in the tropics (Bloom and Williamson 1998, Table 1, p. 432).

Table 1:
Accounting for changes in Y/Ngr over time: impact of interdecade changes, Europe.

<table>
<thead>
<tr>
<th></th>
<th>1960s to 70s</th>
<th>1970s to 80s</th>
<th>1980s to 90s</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Y/Ngr</td>
<td>-1.55</td>
<td>-0.48</td>
<td>-1.21</td>
<td>-1.08</td>
</tr>
<tr>
<td>Convergence</td>
<td>-0.53</td>
<td>-0.33</td>
<td>-0.24</td>
<td>-0.37</td>
</tr>
<tr>
<td>Ze: Economic core</td>
<td>-0.39</td>
<td>0.38</td>
<td>0.09</td>
<td>0.03</td>
</tr>
<tr>
<td>Financial</td>
<td>-0.67</td>
<td>0.21</td>
<td>-0.13</td>
<td>-0.20</td>
</tr>
<tr>
<td>Human capital</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln e0</td>
<td>0.14</td>
<td>0.18</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>Male education</td>
<td>0.12</td>
<td>0.17</td>
<td>0.08</td>
<td>0.12</td>
</tr>
<tr>
<td>Political</td>
<td>0.01</td>
<td>-0.18</td>
<td>-0.01</td>
<td>-0.06</td>
</tr>
<tr>
<td>Zd: Demographic core</td>
<td>0.06</td>
<td>0.43</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>Ln D1</td>
<td>0.10</td>
<td>0.44</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>Ln D2</td>
<td>-0.05</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.03</td>
</tr>
<tr>
<td>Density</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Ln N</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Demographic translations</td>
<td>0.34</td>
<td>0.18</td>
<td>-0.26</td>
<td>0.08</td>
</tr>
<tr>
<td>Ngr</td>
<td>0.19</td>
<td>0.21</td>
<td>-0.13</td>
<td>0.09</td>
</tr>
<tr>
<td>WAgr</td>
<td>0.14</td>
<td>-0.03</td>
<td>-0.13</td>
<td>-0.01</td>
</tr>
<tr>
<td>Period-fixed effects</td>
<td>-0.91</td>
<td>-1.47</td>
<td>-0.46</td>
<td>-0.94</td>
</tr>
</tbody>
</table>

Source: Kelley and Schmidt (2005), Table 2
Remark: Europe (17): Austria, Belgium, Denmark, Finland, France, Greece, Germany, Ireland, Italy, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, Turkey, United Kingdom

The World Bank database used for the econometric analysis contains 78 (Asian and non-Asian) countries covering the time period from 1965 to 1990. The dependent variable is the growth rate of real GDP per capita in 1965-90 in purchasing power parity. As no evidence is found for reverse causality while using IV estimators, estimations are done using OLS. In a basic specification where the economically active population is not modelled separately, the total population growth rate has only a significant positive effect if controlling for log life expectancy in 1960 and geography (a tropic dummy and a ratio of coastline to land area). By introducing growth rates of the economically active population (EAP, population aged 15 to 64, also called working age) between 1965 and 1990, the total population growth now has a strong negative impact while the EAP reveals a strong positive impact on GDP per capita growth rates. “An increase of 1 per cent in the growth rate of the working-age is associated with an increase of 1.46 per cent in the growth rate of GDP per capita. … an increase of 1 per cent in the growth rate of the overall population (effectively, the dependent population, since the empirical specification holds fixed the growth rate of the working-age population) is
associated with a decrease of 1.03 per cent in the growth rate of GDP per capita.” (Bloom and Williamson 1998, p.435)

Interactions between the growth rate of the working age population and institutional quality and the growth rate of the working age population and openness turn out as insignificant. These results do not support the hypothesis that the policy environment is important for the linkage of population dynamics and economic growth.

In a further step, Bloom and Williamson replace the growth rate of the total population with the growth rate of the population under 15 and the growth rate of the population over 64. In this way the dependent population—as captured by the total population growth rates in the previous estimations—is separated into the young and elderly dependency effect. The results indicate a significant negative effect of the growth rate of the young population and a small (i.e., statistically insignificant) positive coefficient for the elderly population.

In summary, the model by Bloom and Williamson (1998) shows that economic growth is lower (higher) when the working age population falls short (exceeds that) of the total population.

Similar to Kelley and Schmidt (2005), the authors calculate the contribution of demographic change to past economic growth by world regions (Bloom and Williamson 1998, Table 7). In addition they also present the contribution of demographic change to future economic growth (Bloom and Williamson 1998, Table 8). In Table 2 we summarise the results for Asia and Europe. Population dynamics can explain 1.64 and 0.52 percentage points in GDP per capita growth rates for Asia and Europe, respectively. Expressed as a ratio of the observed GDP per capita growth rates yields: 1.64/3.33 = 0.49 and 0.52/2.83 = 0.18. Hence, population dynamics can explain almost half of the economic growth miracle in Asia and contributed about 20 per cent to the growth observed in Europe over the same time (1965-90). In the future population dynamics will contribute less to economic growth and in case of Europe even hold back economic growth prospects. As the authors underline, after having enjoyed the demographic gift phase, East Asia will get a negative demographic contribution to growth rates by entering the last stage of the demographic transition.

With respect to Asia, an interesting argument brought forward by the authors is also that demographic divergence in the second part of the 20th century between East, Southeast and South Asia might explain the economic divergence. The argument put forward for the future development is then that demographic convergence may lead to economic convergence among the three Asian regions.

Possible channels of impact

While the previous estimates indicated that population dynamics have and will be related to economic growth, the channels through which these effects work remain largely unspecified. To test for plausible theoretical models Bloom and Williamson consider three channels: demography influences the labour force, savings and investment.
### Table 2: Contribution of Demographic Change to Past and Future Economic Growth

<table>
<thead>
<tr>
<th>Region</th>
<th>Average Growth Rate of Real GDP per capita</th>
<th>Contribution of demographic change to past economic growth (1965-90)</th>
<th>Contribution of demographic change to future economic growth (1990-2025)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia</td>
<td>3.33</td>
<td>1.64</td>
<td>0.99</td>
</tr>
<tr>
<td>Europe</td>
<td>2.83</td>
<td>0.52</td>
<td>-0.16</td>
</tr>
</tbody>
</table>

**Source:** Bloom and Williamson (1998, Table 7 and Table 8)

**Remark:** We only present the results of model 1b (cf. Bloom and Williamson, Table 5), for future economic growth population projections from United Nations are applied.

In order to determine the impact of demography on labour force growth, the authors decompose labour input per person (working hours per capita $H/P$) as follows: $H/P = (H/L)(L/EAP)(EAP/P)$ with $(H/L)$ as hours worked per worker and $(L/EAP)$ as labour participation rates among persons of working age. The share of the working age in the total population $(EAP/P)$ represents the pure demographic effect. In East Asia the pure demographic effect accounts for 0.4 percentage points of Asia’s transitional growth since 1975. Compared to the overall demographic contribution in Table 2, the pure demographic effect on labour force growth contributes about 37% of the overall demographic contribution (0.4/1.64).

The impact of demography on savings starts from the dependency hypothesis by Coale and Hoover (1958) (cf. Section 2.3 of our report). Using an approach of Higgins and Williamson (1996, 1997), the authors concentrate on effects of changes in population age distributions on changes in saving rates. In this vein the demographic transition could explain the entire rise in East Asian saving rates. If one constrains in addition capital accumulation to domestic saving, this would explain 1.5% of the East Asian economic growth. Allowing for international investment, the impact of demography on investment can be calculated as 1 percentage contribution to economic growth per capita. Adding the 0.6 percentage from the calculated labour market impact yields a result which fits the estimated 1.64 percentage of the total demographic impact very well.

The authors conclude with the hypothesis that it is age distribution rather than population growth which has an impact—albeit a purely transitional one—on economic growth.

### 2.6.3 Bloom and Canning (2001a)

Demographic change and its possible general economic impacts are described as in Bloom and Williamson (1998). This article further dwells upon reverse causality, i.e., in what way demography and economy are affecting each other and how this relationship may change over time.

The authors discuss three different mechanisms how demography may influence economic growth: (a) labour-market effect, (b) an effect on savings and capital accumulation, and (c) an effect on educational enrolment and human capital.
Labour market effects can be determined by looking at dependency ratios which reveal significant age structure effects. Several studies indicated that accounting effects are accompanied by strong behavioural elements, although it is not fully clear through what channels these behavioural effects operate.

Effects on saving and capital accumulation are based on the assumption of imperfect international capital markets, thus implying that national savings roughly equal national investment. However, life cycle theory cannot explain the strong rise in East Asian saving rates over the past decades, but rising life expectancy with the need for a retirement income seems to be a promising explanation.

Effects on educational enrolment and human capital work through life expectancy which is a robust predictor of school enrolment rates in a cross-country study according to Behrman et al. (1999). While this is due to increased rates of return for education, high youth dependency ratios may impede high school enrolment rates.

As the authors argue, reductions in the death rate can therefore increase labour force per capita, generate higher savings and increase returns to education. Later on, a higher proportion of old age dependents may increase productivity through a higher capital intensity; however, this is less probable in a pay-as-you-go pension system, as argued by the authors. Besides age structure, population density may affect economic growth. The empirical evidence on this is not clear though. Population density may impede economic growth through resource constraints or enhance it through economies of scale.

The size and speed of the demographic transition

The authors are refuting that fertility reductions in East Asia have been purely exogenous and try to determine whether and how causality may run both ways. The database spans the period 1870-1988 for a cross-section of countries where data on real GDP levels are from Maddison (1995) and data on population, vital statistics and age structure are from Mitchell (1992, 1993, 1995).

The model exploring the relationship between income and mortality and how this relationship changes over time is oriented on Jamison et al. (1996) and Jamison et al. (1997). The logarithm of infant mortality is the dependent variable whereas decade dummies and the logarithm of income per capita interacted with the decade dummies are the independent variables (ibid., p. 179, Table 7.1). A random-effects model seems to be the best specification and shows that a significant negative relationship between income levels and infant mortality only occurs after 1900 and that it becomes stronger over time. Regressions with the logarithm of fertility rates as dependent variable are run with dummy variables for 20-year periods (due to a smaller dataset) and those dummies interacted with log income per capita (ibid., p. 182, Table 7.2). A random-effects model is tested to be the most appropriate. From 1890 there is a negative significant relationship and together with the former estimations this reveals the necessity of considering reverse causality.
Models of the demographic transition and economic development

As endogenous growth theory lacks an explanation of wide income differences across countries, models exhibiting cumulative causality have to be considered. The authors propose a system approach where demography, output and capital accumulation are endogenous variables, influencing each other in both directions and where changes to exogenous factors such as politics will have repercussions for all endogenous variables. To elaborate the author’s model, birth rates and death rates will be included and generally growth has to be understood as a process of cumulative causation rather than a mapping from causes to effects.

Standard growth regressions (2SLS) are estimated over the period 1965-1990 for a cross-section of countries with the average growth rate of GDP per capita 1965-1990 as dependent variable (ibid., p. 188, Table 7.3). Only initial demographic factors are taken to be exogenous, whereas all population growth rates are assumed to be endogenous and are thus instrumented by the logarithm of the fertility rate of 1965, the youth dependency rate in 1965 and the lagged growth rates (1960-1965) of working age and total population. While population growth alone is not significant, this changes after introducing working-age growth. The differential growth rate (difference between population growth rate and working growth rate) matters as well. The initial ratio of workers per capita is growth-enhancing which implies that the steady-state level of income per capita is higher if the ratio of workers per capita is higher. Education tends to become statistically insignificant if demographic factors are included, which indicates that demographic change works partly through its effect on enrolment rates and education as such thus loses an independent explanatory role.

While policy variables were just included on their own in the first three growth regressions, they are also interacted with the differential growth rate in later regressions (ibid., p. 189, Table 7.4). Good policy leads to higher growth and the impact of demographic change is greater when institutions are of higher quality whereas policies have more importance in poor countries. Interaction of faster demographic transition and better economic policy in East Asia can account for 40% of the growth differential between East Asia and Latin America.

Potential policy implications

In summary, the results indicate that the economic impact of demographic changes is strongly influenced by politics. Moreover, if health policy increases life expectancy this may have a double dividend through increasing welfare directly and promoting long-run economic growth. The authors conclude that there may be two clubs, one with low income and high population growth rates and the other with high income and low population growth rates. Transition may be rare, but if it occurs, it occurs very fast due to cumulative causality.

2.6.4 Bloom, Canning and Sevilla (2003b)

The Rand publication by Bloom, Canning and Sevilla (2003b) constitutes a comprehensive survey of various studies of economic consequences of demographic change. We briefly review the main findings and arguments of the report and in particular we summarise the main findings of the studies for various world regions.
The debate over the effects of population change on economic growth

Summing up the development of research on how population matters for economic growth, the authors identify three main directions:

1. The “pessimistic” theory is presented by Bloom and Canning (2001a), for instance, and states that population growth can restrict economic development.

2. The “optimistic” theory sees the possibility of population growth fuelling economic growth through more ingenuity and economies of scale. Additionally, pressure on resources may boost innovations.

3. The “neutralistic” theory sees no significant effect of population change on economic growth. Three major research areas are responsible for the rise of population neutralism in the 1980s according to Kelley (2001):
   a. Exhaustion of natural resources was not strongly affected by population growth due to technology and efficient market allocation of resources.
   b. An impact of savings’ reductions on economic growth due to population growth could not be found.
   c. Population growth did not lead to any diversification of resources to less economically productive areas.

   Additionally, former theories tend to ignore a population’s evolving age structure which could influence economic growth through life cycle behaviour.

Demographic transitions and the “demographic dividend”

Bloom and Williamson (1998) describe demographic transition by arguing that there exists a population momentum with fertility rates at the replacement rate when populations are growing until the bulge generations have passed through their prime reproductive years. The demographic dividend is presented in Bloom and Williamson (1998) and Bloom and Canning (2001a) who make a case of increasing labour supply that would be due to a larger share of the working-age population and more women entering the labour market because of smaller families and better education. The authors further underline that the current demographic transitions imply challenges to the developed world and opportunities for the developing world.

   However, flexible labour markets, stable domestic financial markets and a good educational system are needed in order to profit from the demographic dividend.

Case studies of population change and economic growth

- East Asia profited from its fast transition (period of 50-75 years) because of good education and trade liberalisation.
- Japan is the most rapidly ageing country and is coming towards the end of its demographic transition. Having well profited from its demographic dividend due to high education levels and good institutions it may face problems sustaining its pay-as-you-go system because of an increasing dependency ratio from 47% in our days to 96% in 2050.
- North America and western Europe have reached an advanced stage of their demographic transition.
- South-central and Southeast Asia’s demographic transition have lagged behind that of East Asia in the last decades. While Southeast Asia already benefited from the demographic dividend accounting for about 1% of per capita annual income growth, South-central Asia will be able to realise a growing potential if fertility declines, education is strengthened, the labour market is made more flexible and foreign investment increases.
- Although Latin America showed demographic changes that were similar to that of East Asia, it had a much smaller per capita annual growth rate (instead of 6.8 only 0.7 from 1975 to 1995). Approximately half of this gap can be accounted for by the interactive effect of policy and demography according to Bloom (1999). With its demographic transition being still under way, Latin America can still profit from the demographic dividend if appropriate policies are installed.
- Most Middle East and northern African countries are at early stages of their demographic transitions and have still high fertility rates. Economic growth could be substantially enhanced if the ratio of working-age to total population was changed and good policies such as more liberal labour markets and good educational systems were installed.
- Demographic transition has not yet started in sub-Saharan Africa. Declining infant and child mortality was not followed by a decline in fertility, which led to an enormous population growth with a slightly shrinking working-age share. While children are still seen as an insurance against old age and a source of labour, investments in human capital are not made because of their remaining low rentability. Additionally, dependency ratios tend to even worsen as a result of diseases such as HIV.
- Eastern Europe and the former Soviet Union have seen a constant fertility decline, which enhances population ageing while no baby boom generation brought any demographic dividend to economic growth. As there is also a decline in life expectancy, policies should target on health systems and good economic measures in order to cope with population ageing.

**The importance of the policy environment**

Open economies, flexible labour force and modern institutions assure that a country can reap the demographic dividend. In order to promote demographic transition (i.e., measures to speed up the fertility decline) through making human capital investment more profitable and helping women to achieve desired family sizes, improvements of public health and access to care are essential.

As population policy has a direct impact on speed, timing and completion of the demographic transition, it may also have an impact on the size of the growth potential. The impact of family planning programs on fertility rates has been highly significant, exceeding the impact of socioeconomic factors such as rising income. Higher education levels for parents mean rising opportunity costs of having children, which in turn reduces fertility.
On the other hand, changing family structures have led to higher proportions of single-parent families in developed countries. These are more likely to live in poverty than two-parent families. Developing countries undergoing the demographic transition have the possibility to leapfrog this problem by adapting measures to develop a “new” family.

As the authors argue, developing countries going through the demographic transition should therefore not simply copy from the developed countries, but try to learn from errors and realise big potentials like the high capacity of their youth bulge to adapt and use new technologies through providing good education.

Increased life expectancy and an ageing population are the final iterations of the demographic transition that will put pressure on pension systems originally designed to support only a small older population. The authors argue that pay-as-you-go pension systems are likely to become difficult to sustain and the demographic transition should push countries to introduce fully-funded pensions which in turn increase national levels of savings. Health expenditures, which for elderly persons are roughly three times higher than for younger ones, will increase as well and thus demand the need for limiting inequitable intergenerational transfers. Public-private partnership is maybe a solution for many areas of social policy. The demographic dividend is unlikely to recur and thus has to be used to push economic growth through supporting measures.

2.6.5 Beaudry and Collard (2003)

While the previous papers have focused on samples of all world regions, the contribution by Beaudry and Collard concentrates on industrialised countries. The authors investigate the impact of growth in the working-age population on economic performance across the richest industrialised countries. In the first part of their paper they run cross-country regressions covering the periods 1960 to 1974 and 1975 to 1997 and those countries where income per adult in 1985 exceeded US$10,000. Therefore, the sample of countries consists of Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Iceland, Italy, Japan, the Netherlands, New Zealand, Norway, Sweden, Switzerland, the United Kingdom, and the USA. The exclusive consideration of only rich industrialised countries allows for the assumption that all countries in the sample are affected by the same technological forces.

The dependent variables are the average annual growth rate in output per adult, output per worker, and employment per adult. The most important explanatory variable assigned to capture demographic influences is the annual average growth rate of the population aged 15 to 64. In the first approach the three dependent variables (see above) were regressed on the annual average growth rate of the population aged 15 to 64 and on the logarithm of the initial level of GDP per capita. In the second setting the average investment to GDP ratio and two country dummies were added to consider institutional differences. The first country dummy is one for Anglo-Saxon countries (Australia, Canada, New Zealand, United Kingdom, and USA) and the second dummy is one for the Scandinavian countries Denmark, Norway, and Sweden.

The results obtained for the 1960 to 1974 period differ significantly from those obtained for the 1975 to 1997 period (Beaudry and Collard 2003, Table 1, p. 444). While the coefficients capturing the influence of the working-age population were small and
insignificant in the first period, Beaudry and Collard observed a significant correlation for the second period. Between 1975 and 1997, countries with higher growth of the adult population exhibited lower growth in output per worker but higher growth in employment per adult. Their estimates suggest that “a country with a yearly rate of adult population growth of 1% greater than the average experienced poorer growth in output-per-worker of approximately 1% per year” (Beaudry and Collard 2003, p. 446). As a result of these two counteracting effects the impact on output per adult was negative but insignificant. Thus, in the second period countries exhibiting slow growth in the adult population increase output per adult at the same rate as those countries with higher population growth rates but at a lower rate of exploitation of the potential labour force.

The impact of the initial level of GDP per capita on output per adult and output per worker was significant and negative between 1960 and 1974, providing strong evidence of convergence. In the 1975 to 1997 period, the respective coefficients were still negative but smaller in magnitude, indicating a decelerated convergence. The results appear to be robust with respect to the inclusion of the investment to GDP ratio and the two country dummies. Moreover, Beaudry and Collard mention that their results are also robust with respect to controlling for human capital measured in terms of the average number of years of education and school enrolment rates. However, these results are not reported in their paper. To find out whether it is indeed the growth rate of the adult population or purely the age structure of a given country, the authors provide a set of regressions controlling for the age structure by including the growth rates of the share of the population younger than 15 (children) and of the population older than 64 (elderly persons), and in a second set they include the growth rates of the child population and of the elderly population. Neither of the two variations affected the findings with respect to the impact of the growth rate of the adult population.

Beaudry and Collard conclude that their regression results are not driven by changes in the age structure but by differences in the growth rate of the adult population. However, they hold that differences in economic performance across industrialised countries—which are often claimed in the literature to be due to institutional factors—are actually caused by demographic factors.

It is then postulated that the difference observed between the periods of 1960 to 1974 and 1975 to 1997 can be explained by a major technological change. To motivate this explanation, they develop an analytical model in the second part of the paper which is based on the standard Solow (1956) growth model.

A model of the effects of population growth during a technological transition

They include the possibility of a drastic technological change and endow households with neoclassical preferences between consumption and leisure. In the model economy there is one final output $Y_t$ produced by competing firms deploying a continuum of intermediate goods $i \in [0,1]$. Using a CES production function yields:

$$Y_t = \left( \int_0^1 Y_{i,t}^\rho di \right)^{1/\rho}, 0 \leq \rho \leq 1$$
Intermediate goods are produced using capital $K_{i,t}$, effective units of unskilled labour $\theta_t L_{i,t}$, and a traditional production technology,

$$Y_{i,t} = K_{i,t}^{\alpha} (\theta_t L_{i,t})^{1-\alpha}, 0 < \alpha < 1$$

Technological change is represented as growth in $\theta$ taking place at a constant and exogenous rate $\nu$. A fraction of $i^*_{i,t}$ of sectors can alternatively produce intermediate goods according to a different production process,

$$\tilde{Y}_{i,t} = \Phi K_{i,t}^{\beta} (\theta_t L_{i,t})^{1-\beta}, 0 < \alpha < \beta < 1$$

The parameter $\Phi$ expresses the relative total factor productivity of the new technology. This alternative production process is characterised by less decreasing returns to capital than the former production process. The alternative production process is assumed to be a general purpose technology and technological change affects the economy in such a way that the share $i^*_{i,t}$ increases over time.

The way how countries adjust to technological change may differ because of differences in rates of population growth. Beaudry and Collard derive two propositions from the analytical model.

**Proposition 1**: An increase in $i^*_{i,t}$ will cause the relationship between the steady-state value of $y/l$ (output per worker) and the rate of population growth to become more negative.

Therefore, the empirically observed increased importance of population growth on output per worker may be the effect of the introduction and diffusion of a new technology based on accumulation.

**Proposition 2**: An increase in $i^*_{i,t}$ (starting from $i^*_{i,0} = 0$) causes the emergence of a positive association between the steady-state rate of employment $(l/n)$ and the economy’s rate of population growth.

The latter proposition provides an explanation for differences in the employment rate among industrialised countries which is not based on institutional factors. Countries exhibiting low population growth can adopt new capital-intensive technologies more quickly since they need fewer resources to endow workers with capital. Consequently, these countries have better access to advantages offered by capital deepening.

### 2.6.6 James Feyrer (2004)

While former papers on demographics and economic growth tended to concentrate on the dependency ratio, this paper takes the internal demographic composition of the workforce into account. Therefore the author focuses more on the age structure of the workforce rather than on the age structure of the entire population.

The regressions estimated are in the framework of the convergence models:

$$y_{i,t} = f_i + \mu_t + \beta x_{i,t} + u_{i,t}$$

with $y_{i,t}$ being output per worker in country $i$ at time $t$, $f_i$ being the country-fixed effect, $\mu_t$ a time trend common to all countries, $x_{i,t}$ a set of explanatory variables and $u_{i,t}$ the error term. As independent variables the following set of variables is chosen: the proportion of the workforce by 10-year age groups starting at age 10 and ending at age 60+ for the last category. The
dependent variables are the logarithm of output (in first differences and level) and the components of the following decomposition which is based on a Cobb-Douglas production function of capital per worker \( (k_{i,t}) \), human capital per worker \( (h_{i,t}) \) and productivity \( (A_{i,t}) \):

\[
\log(y_{i,t}) = \frac{\alpha}{1-\alpha} \log(K_{i,t}) + \log(A_{i,t}) + \log(h_{i,t})
\]

Thus performing separate regressions for each of the right-hand side expressions produces a set of coefficients which sum to the coefficients of the regression performed on the logarithmic of output per worker. The relative magnitude of the coefficients indicates the importance of each channel in determining the demographic impact on output.

The International Labour Organisation (ILO) provides cross-country data on the number of workers by five-year age groups spanning ages 10 to 65 which are normalised by population and workforce size. The available ten-year intervals are imputed by the author to five-year intervals using UN population data because output and human capital data are available at five-year intervals. Therefore the data make up a panel at five-year intervals from 1960 to 1990 for two samples, one for 87 non-oil countries and one for 19 OECD countries.

**Regression results**

Regression of the difference in output per worker on differences in age shares of the working-age population with country and time dummies and the dependency ratio as additional control indicates that an increase of the share of workers aged 40 to 49 is associated with higher output (ibid. p.23, Table 1). The differences in age shares are large, e.g., a 5% point shift from the age group 30 to 39 to the age group 40 to 49 is associated with a 15% increase in output per worker. The dependency ratio has no significant influence. Furthermore, the decomposition of output yields that the productivity channel is the most important for the effects of demographics on output per worker. Demographic regressors are jointly insignificant in the regressions of capital output ratios and human capital.

The use of imputed values in the age structure of the workforce entails the risk that the imputation may be invalid. Another problem could be endogenous participation rates or that immigration may be moving the age structure in response to productivity shifts. Due to these problems, the author conducted IV regressions as well as regressions on original age structure. Cohorts aged 15 to 39 are associated with significantly lower productivity across estimation methods and larger in magnitude than suggested by microeconomic evidence. Using IVs and regressions with lagged population values shows neither participation rates nor immigration to impose the discussed problems. Results for older cohorts are less clear with coefficients being smaller and less precisely estimated than for the young cohorts.

In order to take a closer look on productivity, hours per worker data are used for constructing GDP per hour for 19 countries. Regressions show that a larger portion of 40 year old workers is associated with increased hours which could contribute to the base results (ibid., Table 3). However, the coefficients are not significant and the results thus cannot be explained by hours worked.
Using the predictability of demographic change, an out-of-sample prediction for 1990-1995 is made which allows for predicting almost 12% of economic growth in real GDP per worker by demographic change.

Applying the results to explain cross-country productivity differences the authors conclude that a lower proportion of forty year old workers in the poorer nations compared to the richer nations is associated with lower productivity. One-quarter to one-third of the observed logarithmic productivity gap between poorer and richer nations is associated with differences in workforce demographic structure. The authors then suggest that the acceleration in the increase of the gap after 1980 may be associated with divergence in the demographic structure.

### 2.7 Specification of Age Structure Effects

Many aspects of human behaviour such as labour supply, saving, criminal activity, and the like are inherently age-specific. When quantifying age structure effects a challenge arises as a consequence of the high dimension of a population’s age structure. Moreover, co-linearity among the one or five-year age groups may result in badly determined age structure coefficients. Therefore, it is desirable to capture the age structure with a small set of variables without losing relevant information.

Most of the studies on demographic change and economic growth reviewed in the previous section relied on a linear specification of the age structure. The studies differ in the age-specific detail. Most commonly the youth and old-age dependency ratio are used to represent the different stages of the demographic transition. Alternatively some authors use age shares (Beaudry and Collard 2003, Feyrer 2004) or combine both (age shares and dependency ratios). In some studies additional population variables such as population density are considered (Kelley and Schmidt 2005).

One of the earliest study to model age structure effects on macroeconomic aggregates is the one by Fair and Dominguez (1991) who investigate the influence of the US age distribution on consumption, housing investment, money demand, and labour force participation. They use a specification including dummy variables for each age group and for each year. Therefore, they obtain age- and time-specific constant terms. The age group coefficients are restricted in such a way that they sum up to zero and they lie on a second-degree polynomial. The vector of coefficients for the other independent variables is the same for all individuals.

Fair and Dominguez apply two-stage least squares estimations to explain consumption and housing investment. The explanatory variables are real value of wealth, after-tax nominal wage, after-tax interest rate, real level of transfer payments, a labour constraint variable, and the lagged dependent variable. The labour constraint variable is zero in the case of full employment. The hypothesis that age variables matter is strongly supported and the obtained patterns are consistent with the life cycle hypothesis. Thus, people consume less relative to their income during their prime age, while young and old people consume more relative to their income. The results with respect to housing investment are similar: thus, prime-age
people consume less housing relative to their income. However, older people consume even more housing relative to their income than younger people do.

Regarding money demand, they test the hypothesis whether the transaction costs of obtaining money have a positive impact on the money held by individuals. Baumol (1952) and Tobin (1956) anticipate that for people in their prime age the opportunity costs of bank visits, which constitute a part of their transaction costs, are higher and, as a consequence, they hold more money. The estimations of Fair and Dominguez with respect to money demand confirm this hypothesis.

Instead of using highly aggregate measures like dependency ratios, Bloom and Canning (2001b) suggest to impose restrictions on the coefficients. They start with the specification

\[ y = c + \sum_{i=1}^{n} \beta_i x_i + \delta z + \varepsilon \]

to estimate the impact of the relative cohort sizes \( x_i \) on \( y \), \( c \) is a constant, \( z \) is another variable in the relationship, and \( \varepsilon \) is the residual.

The first approach to reduce the dimension is to group the age shares \( x_i \) and impose that the coefficient \( \beta_i \) is constant within each group. A strategy for grouping may for instance take into consideration that each group should have about the same size or the boundaries may be defined so as to make it reasonable to assume that the particular behaviour under consideration does not vary too much within each group. Note that this is exactly the argument applied in most of the recent studies as reviewed in Section 2.6.

The second approach is to assume that the coefficients \( \beta_i \) lie on a polynomial of order \( m \):

\[ \beta_i = \alpha_0 + \alpha_i i + \alpha_2 i^2 + \ldots + \alpha_m i^m \]

imposing \( n - m \) restrictions on the \( n \) coefficients.

The third approach is based on the principal components \( p_0 \) to \( p_m \) of \( x_0 \) to \( x_n \), which can be written as orthogonal linear combinations

\[ p_j = \sum_{i=1}^{n} \psi_{ij} x_i \]

Those principal components associated with the \( m \) largest eigenvalues are then used to estimate

\[ y = c + \sum_{j=1}^{m} \sigma_j p_j + \delta z + \varepsilon \]

Bloom and Canning (2001a) illustrate their approach by an example, where national saving is the dependent variable and life expectancy, age structure, and country-fixed effects are the regressors.

Recently some authors have shown that theoretical models on the economic-demographic interrelationship may imply non-monotonic relations between demographic change and economic growth (Zhang et al. 2003).

To test for the possibility of non-monotonic relationships, An and Jeon (2006), suggest testing for three different functional forms: linear, quadratic and cubic. In particular, the authors advocate using a non-parametric kernel regression which does not depend on any functional form but estimates the functional form itself. The authors run 12 different models
based on the conditional convergence model. As dependent variable they choose the log of GDP per capita. The set of explanatory variables they consider is: the logarithm of initial GDP per capita, total investment per GDP, average schooling years of the population aged 15 and over and variables representing the age structure (the share of old population 65+ (P65R), the square of P65R, the cubic of P65R, old-age dependency ratio (OAGDEP), the square of OAGDEP, the cubic of OAGDEP and similarly six further regressors for the share of young population 0-14 (P014r), etc.). The authors find an inverted U-shape relationship between the share of old (share of young) and the old (young) age dependency ratio, respectively, and economic growth. By applying a non-parametric kernel estimator the authors confirm these non-monotonic results.
3 Economic Growth Regressions

3.1 EU-15 Economic Growth and the Age Structure of the Population

3.1.1 Introduction

The starting point for this part of the study is a paper by Lindh and Malmberg in Journal of Population Economics 1999. In this paper an empirical model of how different age groups affect economic growth in a panel of OECD countries is estimated controlling for technological convergence. The main result is that increases in the working population are associated with increased growth rates of GDP per worker. This result corroborates findings from many different studies on world data, a summary whereof is available in Section 2.6 above.

However, Lindh and Malmberg subdivide the population further and—somewhat more surprisingly—find that in the OECD sample the 50-64 age group has the most positive effect on the growth rate of GDP per worker. Similar results have been found in other studies, see below, but cannot yet be said to be generally accepted in the growth research community. For the economic future of the European Union with its ageing workforce, it is of course a crucial issue whether this result turns out to be a robust and stable feature of the EU growth experience or whether it somehow hinges on the period and sample of countries studied. Therefore, our aim here is to replicate the study in a EU context with a longer available time series to further probe the stability and robustness of the model.

In a later study on a global sample of countries, Lindh and Malmberg (2005) indeed find that the peak of positive age effects on GDP per capita shifts upwards with the increase in life expectancy. Thus, the pattern is not globally valid but its general features should still approximately hold for EU countries which all have life expectancies at the higher end of the scale. In a follow-up paper, De la Croix, Lindh and Malmberg (2006) find that the global pattern of age effects, shifting with life expectancy, has substantial validity for explaining the Swedish growth experience back in the late 19th century. There are indications, however, that the long-term rate of technological change may be partly unaccounted for in the global model, suggesting that forecasts need to take this into account.

The 1999 study controls for technological convergence so a further aim with the replication is to determine whether the controls used for technological convergence are still valid. Section 3.3 further studies how the process of technological absorption itself is affected by age structure in order to complete the picture of how we can expect the currently ageing (and eventually rejuvenating) European workforce to affect future European prosperity.

To sum up the argument and propose a hypothesis to be tested, a plausible story should go like this. For convergence highly educated youngsters drive the absorption process while mature adults drive the mature productivity process. As emphasised in the literature around General Purpose Technologies (Helpman 1998) the innovation phase of pervasive technological change is a phase of investment where productivity growth itself may be rather moderate and appears in full strength only after an extended period of experimentation, adaptation and infrastructural change. Thus, only after substantial experience with the new technologies for periods as long as 20-40 years can we reap the full benefits as the production
system has adapted to new structural requirements. In a previous report by Prskawetz et al. (2006), a similar interpretation of Swedish plant level productivity processes could be made based on micro data studies at the plant level. That is, new and growing enterprises are associated with a young workforce while stagnant firms on the verge of exit tend to have an older workforce. Still, as we control for these plant characteristics an older workforce appears to be associated with faster productivity growth. Here we make essentially the same argument on the macro level.

We start by explaining a condensed version of the model and the results in the 1999 OECD study in the next subsection. Then we discuss data material and how we handled the choices of data sources for the replication. The following subsection reports empirical results from the replication. In the next subsection we discuss further how to interpret the results against the background of other results in this study as well as in relation to other results in the literature. In the conclusions we summarise and hint at how the results might be useful for a prospective analysis of the growth potential in EU-25 which is as later on conducted in Section 4.1 of the report.


This section briefly explains the model and results in Lindh and Malmberg (1999). In that paper the age structure effects on economic growth in OECD 1950-1990 (21 countries with economic data from the Penn World Table 5.5 and demographic data from UN WPP 1990) are studied in a country panel with 5-year data. Distinct patterns of age share effects on the growth of GDP per worker are demonstrated with a robust positive effect from the 50-64 age group and negative effects from the 65+ group while younger age groups have more ambiguous effects.

Since we aim to replicate this study on EU data we need to go into some detail to explain the model. The basic model framework is the transitional Solow-type growth model as developed in the well-known paper by Mankiw et al. (1992) which posits that human capital is produced by educational investment. Mankiw, Romer, and Weil (1992)—henceforth MRW—put forward that human capital is produced by educational investment alone. Microeconomic evidence, however, indicates that experience plays a key role in human capital formation as well as variations in labour supply over age. A country with an experienced workforce will, ceteris paribus, have more human capital than a country with an inexperienced workforce. The model therefore allows for an experience effect on aggregate human capital by interacting the stock of educational capital with a Cobb-Douglas index, \( N \), of the age structure,

\[
N = \prod_i n_i^a_i
\]

(2)

where \( n_i \) is the population share of age group \( i \). No restriction is placed on the exponents \( a_i \). The exponents can be negative and the sum is not restricted to unity. This on the one hand allows for the possibility of scale effects from population size through positive density effects from increasing specialisation or negative congestion effects. On the other hand it also allows
for dependent age groups to offset positive effects from increases in the active population, e.g., by increasing the demand for household production not accounted for. This specification has the advantage of being tractable and easily incorporated with conventional specifications like MRW.

With this definition, a Cobb-Douglas production function in terms of output per worker, $y$, can be written

$$y = A k^\alpha (hN)^\beta \quad 0 < \alpha < 1 , 0 < \beta < 1 \quad \text{and} \quad 0 < \alpha + \beta < 1$$

(3)

where $k$ is physical capital per worker, and $h$ is educational capital per worker, and the restrictions on the exponents imply constant returns to scale in the three factors working population, capital and the measure for composite human capital.\(^2\) $A$ denotes the technology level.

Following MRW it is assumed that capital accumulation, both physical and educational, is governed by the standard dynamic equation, taking the saving rates $s_k$ and $s_h$ as exogenous

$$\dot{k} = s_k y - (\delta_k + w) k \quad \text{and} \quad \dot{h} = s_h y - (\delta_h + w) h$$

(4)

where $\delta_k$ and $\delta_h$ are constant depreciation factors and $w$ is the exogenous growth rate of the workforce.

The assumption of an exogenous saving rate in this context needs some justification. In spite of the life cycle theory of saving, demographic variables in empirical studies of saving and consumption are generally viewed with considerable skepticism, see for example Bosworth et al. (1991) and Deaton (1992). There are other researchers who attribute quite a lot of explanatory power to variations in the age structure, for example Leff (1969), Fry and Mason (1982), Mason (1987), Attanasio and Browning (1995), and Kelley and Schmidt (1996) (see also Section 2.3. of our report). In the OECD data, age variables indeed have a significant impact on savings but explain only a tiny four per cent of the variation as estimated in a simultaneous equation model, see Lindh (1997).

Moreover the closed economy assumption inherent in the formulation of equation (4) is clearly violated in an OECD context where investment capital may also be borrowed from other economies, or domestic savings invested abroad. The rate of accumulation should therefore not be taken literally as an actual saving rate but rather as a measure relating gross investment to GDP per capita.

MRW assume technology to be the same for all countries, but here the technology factor $A$ converges to an exogenous world technology, $A^*$ only gradually

$$\dot{A} = \gamma (A^* - A).$$

(5)

The adjustment rate $\gamma$ is assumed to depend on the productivity gap between best-practice technology and currently used technology. This may well be an unwarranted

\(^2\) The assumption of separability of educational capital and the available experience capital measured in the age group index implies that an increase in education has a proportional effect on the whole index. It would be preferable to let education have an age-specific impact but that would seriously complicate the specification of educational capital accumulation and also require much more detailed data. In this context the education channel will be reduced from the actual estimation model (see below) so it does not matter anyway.
assumption in a worldwide context, where we easily can find examples contradicting such convergence. Within the convergence club of the OECD, and maybe even more so within the EU it is more appropriate, since these countries already are socially and politically committed to an industrial development process. They are also integrated to a large extent with respect to trade, as well as to their capital and labour markets.

As in MRW a common depreciation factor \( \delta = \delta_k = \delta_h \) is assumed. Lindh and Malmberg test and find that a common rate of accumulation can be assumed, i.e., \( s = s_k = s_h \). Although a drastic assumption, it has some support in attempts to measure human capital investments.\(^3\) This leads to equal steady-state stocks of physical and human capital in real value terms:

\[
h^* = \left( \frac{s}{\delta + w} A^* N^\beta \right)^{\frac{1}{\beta - 1}} = k^*.
\]

(6)

The proportional growth rate for an economy in transition to the steady state can be approximated (for details see Appendix A) by

\[
\frac{d \ln y}{dt} = \lambda (\ln y^* - \ln y) + u
\]

(7)

with \( u \) denoting the error made and \( \lambda = \overline{\gamma}(\delta + w)(1 - \alpha - \beta) \), where \( \overline{\gamma} \) is proportional to \( \gamma \) the technological adjustment rate.

Inserting the expression for steady-state stocks in \( y^* \) specified as a production function the basic growth equation can be written

\[
g = \lambda [\ln A^* + (\alpha + \beta)\ln s - \ln(\delta + w)] + \beta \ln N]/(1 - \alpha - \beta) - \lambda \ln y + \lambda u.
\]

(8)

and dividing through by \( \Gamma = \overline{\gamma}(\delta + w) \) using the definition of \( \lambda \) a weighted regression equation is obtained

\[
\frac{g}{\Gamma} = \ln A^* + (\alpha + \beta)[\ln s - \ln(\delta + w)] - (1 - \alpha - \beta)\ln y + \beta \ln N + \frac{u}{\Gamma}.
\]

(9)

The interpretation of (9) needs some comments. If there are no changes in age structure, saving rate, depreciation, workforce growth or potential technology level, the economy will eventually come so close to a stationary state that growth practically stops. However, changes in these variables shift the steady-state income to which the economy is converging and, consequently, the transitional growth rate. We can think of this as the economy aiming at an ever moving target.

\(^3\) Statistics Sweden (1991), e.g., estimates that investment in intangible capital by Swedish firms is of the same order of magnitude as physical capital investment. With the same rate of depreciation, stocks should therefore be of comparable size. Barro, Mankiw and Sala-i-Martin (1995, pp. 108-109) conclude that human capital accumulation predicted from their model is roughly comparable in size to physical capital accumulation in the US. Using schooling rates as a proxy for human capital accumulation, which is often done, works rather poorly in panel estimations but Lindh and Malmberg (1999, Table 2, p. 439) estimate such models as well, with negligible effects on other parameters. Even the implied elasticities \( \alpha \) and \( \beta \) are of about equal order, the former being around 0.38 and the latter almost 0.3 and thus conforming to the generally assumed physical capital elasticity of about one-third. Trying to use human capital stock variables measured by average level of schooling fails conspicuously though.
One implication of (9) is that variations in age structure will also imply variations in the transitional short-run growth rate. In most growth models it is implicitly assumed that the age structure is constant and can therefore safely be ignored. In the real world, and in particular in the developed world, the age structure of the population is rapidly ageing and changing at a very fast rate.

While many growth papers seem to assume that current values are reasonable proxies for variables supposed to measure steady-state values, this is an untenable assumption when taking age structure into account. It will take a very long time before the population becomes balanced, probably several hundred years from now so we essentially have no inkling what the steady-state values of these accumulation rates may be then.

Note that the impact on the growth rate in the model laid out here is country- and time-specific because of the dependence on the rate of technological convergence proportional to $\Gamma$. Thus the model allows both for country heterogeneity as well as evolution over time in the parameters as the steady-state solution shifts, albeit in a fairly restrictive form. As found in Section 3.3 there may be non-linearities in the way age structure is connected to technological absorption or diffusion. The weighting with the gap variable gives us a more flexible control for this than inserting a simple trend variable. Indeed, the gap as we measure it does not decrease monotonically over time as a trend would imply.

This is an important point because we know that the life cycle events have changed their timing over the post-war period. In particular, increased education takes time so that very few young people today start working in their upper teens, which was still fairly common in the 1960s. Also labour force participation, especially for the elderly differs considerably across the OECD countries, as does the extent of female labour force participation. Since the estimated impacts differ with the convergence gap we allow for this heterogeneity over time, albeit perhaps only partly and imperfectly.

### 3.1.2.1 Empirical Specification

Is the theoretical model consistent with empirical data? To answer this question a regression model based on equation (9) was tested on five-year data for the OECD countries from 1950 to 1990.\(^4\)

$$\frac{g_y}{\Gamma_y} = b_0 + b_1 \ln i_y + b_2 \ln (\delta + w_y) + b_3 \ln y_y + b_4 \sum_m \ln n_{mj} + b_5 \frac{1}{\Gamma_y} + \epsilon_y.$$  

The growth rate of real GDP per worker over period $t$ for country $j$ is defined as $g_y = \ln y_{t+1,j} - \ln y_{t,j}$. This forward growth rate, divided by the country- and period-specific convergence term $\Gamma_y$, is influenced by (i) by the average investment share $i_y$ over the period, (ii) the average growth rate of the workforce (measured by the population 15-64), $w_y$, over the period, and a fixed rate of depreciation $\delta$ (constant with a stylised value of 0.03), (iii) the

---

\(^4\) Age group data were obtained from the United Nations’ population division (United Nations 1990). These are end-of-the-year estimates and to some extent interpolated between-census estimates. Data on real GDP, investment, and workforce were taken from Penn World Table 5.5 (cf. Summers and Heston 1991).
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initial level of GDP per worker, \( y_{ijt} \), in the period, (iv) the age group shares at the beginning of the period, \( n_{mj} \). The inverse of the convergence term, \( 1/\Gamma_j \), is added to take care of a non-zero mean in the approximation error, \( u \). Note that this means that \( b_5 \) will actually provide a proxy measure for the rate of exogenous technical change, i.e., the drift in world technology, see derivation in the Appendix A. The initial world technology level, \( \ln A^* \), is estimated in the constant and cannot be separately identified.

The measures of age structure distinguish four important phases in the adult life cycle: young adulthood, prime age, middle age, and old age. Thus, population shares for the age groups 15-29, 30-49, 50-64, and 65+ years are included in the age index. Together these variables capture most of the age structure variation in the OECD countries in the post-war period and have sufficient individual variation to allow identification of distinct age effects. The youngest age group, children aged 0-14, had to be dropped in order to avoid high degrees of collinearity among the age variables. There are alternatives to the age share representation of the age structure but here we just replicate a study and therefore do not consider alternatives.

The rate of technological adjustment is proxied by the relative gap in GDP per capita to the world technological leader, taken to be the United States during the post-war period. GDP per capita instead of GDP per worker was chosen to minimise endogeneity issues. This implies that \( y_{ijt} = \pi(y_{US,t} - \bar{y}_{i,t})/y_{US,t} \), where \( \pi \) is a constant proportionality factor. This definition of \( y_{ijt} \) makes it necessary to exclude the United States.\(^6\)

3.1.2.2 Estimation Results

Some of the estimation results from pooled regressions are presented in Table 3. If we look first at the non-age variables, we note that the investment share, workforce growth, and initial income all have parameters with the expected sign. High investment rates have a positive effect on growth, whereas workforce growth (presumably because of capital dilution) and initial income (because of convergence\(^7\)) have a negative effect on growth rates. The estimated mean approximation error is significantly different from zero. The point estimate of 1.6 per cent is in line with the theory since the mean of the error should mainly catch US growth. See Appendix A for details. In Table 3 ordinary least-squares point estimates with

---

\(^5\) For example Fair and Dominguez (1991) use a polynomial restriction approach and more parsimonious approaches using dependency rates are common. But according to the only systematic comparison (Bloom and Canning 2001) that we know of, it essentially depends on the purpose of the study what to prefer. (cf. Section 2.7 of our report)

\(^6\) This leaves 21 countries in the sample: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Greece, Iceland, Ireland, Italy, Japan, Luxembourg, the Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, the United Kingdom, and West Germany, i.e., including EU-15.

\(^7\) Quah (1993), among others, has questioned that interpretation. We stick to the conventional interpretation, since our focus is not on convergence but on the age effects.
The model has one directly testable restriction. According to equation (6) the investment share and workforce growth parameters should be of the same size, but with different signs. This restriction is not rejected. The estimated total capital share, $a + \beta$, is close to two-thirds, which is in accordance with the stylised value of one-third for the capital share of production. This is in line with the findings of MRW and other researchers. In addition, the estimate of the mean rate of convergence is in line with the findings of most other researchers, even if this may—as Caselli et al. (1996) claim—be due to a dynamic bias. When the approximation error is compensated for the implied rate of convergence $\lambda$ lies between 1 and 2 per cent in the pooled base regressions.

The age share variables are jointly significant according to the Wald test. The age parameter estimates also show the general hump-shape pattern that micro-studies of human capital accumulation lead us to expect. Surprisingly, the two younger age groups do not have significant positive effects on growth. However, we need to keep in mind that only the relative effect can be interpreted here and the country- and time-specific intercepts together with the gap variables and initial income control for any convergence effects. These convergence effects will be dependent on the absorptive capacity of the economy which is further studied in Section 3.3. If other variables are kept constant, the typical effect of a one percentage point increase in the middle-age share would be around a quarter to a half percentage point increase in growth per worker. The oldest age group, on the other hand, has a significant negative effect on growth.

A negative effect on growth of a large old-age population fits well with conventional ideas. The positive middle-age effect is more surprising. There are, however, many mechanisms by which a large middle-aged population may generate a high steady-state level of income and, hence, high levels of transitional growth. In Halvarsson et al. (2005) it is demonstrated that such patterns are in line with productivity estimates at the plant level in Swedish manufacturing, which indicates that the replacement of middle-aged people at the plant level with young adults will have negative productivity effects. Nordström Skans (2006) shows that this holds also in local labour market areas in Sweden. However, such estimates are riddled by difficulties associated to endogeneity, selection and cohort effects (concerning different educational levels).

It is very likely that the positive middle-age effect also has to do with increased national savings (whether through life cycle effects or government budgets is more uncertain) that have positive effects for which the investment rate is an insufficient control. High levels of self-employment among people over 50 years of age point in the same direction. On theoretical grounds, a positive middle-age effect on growth is therefore not at all implausible. Moreover, earlier empirical studies of age effects support the hypothesis that the middle-age effect on growth is positive, for example McMillan and Baesel (1990), or Malmberg (1994), see Gomez and de Cos (2006) and Feyrer (2004) for more recent examples.

Since $\Gamma$ is a time- and country-specific variable, the actual parameters estimated will be period- and country-specific (only averages are reported in Table 3). In the shaded columns of Table 3 we report the original OECD regressions side by side with the shaded estimates we
get using the original data and program but with the sample restricted to the EU-14 countries (excluding Luxembourg from EU-15\(^8\)). The patterns then change a bit but the relative hump shape of the age coefficients is essentially preserved (it gets pushed upwards a bit in the EU sample but that is mainly due to a shift in the intercept). The main difference to the OECD sample is that the implied rate of convergence is essentially lower, mainly due to the near vanishing of the coefficient on the inverted gap variable. The theoretical restriction on the investment and workforce change is accepted but with less probability than in the OECD sample. Furthermore the implied capital elasticity \( \alpha + \beta \) is substantially higher.

Table 3:
Sample of results from Table 1 (p. 436) in Lindh and Malmberg (1999). Shaded figures are a direct replication on the EU-14 subsample.

| Full sample: 168 obs (EU-14 112 obs) | Base regression |  
| Dep. variable: \( g/\Gamma \) | Unrestricted | Restriction \( b_1 + b_2 = 0 \) | Period |
|---|---|---|---|---|---|
| OECD | EU | OECD | EU | OECD | EU |
| Constant | 2.98 | 2.13 | 6.61 | 9.74 | 8.00 | 8.63 |
| | (0.42) | (0.31) | (1.96) | (1.98) | (2.50) | (1.94) |
| \( 1/\Gamma \) | 0.015 | 0.77E-4 | 0.016 | 9.27E-4 | 0.016 | 0.003 |
| | (5.80) | (0.02) | (6.03) | (0.20) | (6.96) | (0.83) |
| \( \ln n_{15-29} \) | -0.82 | -0.16 | -0.83 | -0.39 | -0.56 | -0.81 |
| | (0.90) | (0.15) | (0.93) | (0.36) | (0.69) | (0.83) |
| \( \ln n_{30-49} \) | 0.25 | 0.97 | 0.38 | 1.27 | 0.65 | 1.53 |
| | (0.22) | (0.92) | (0.34) | (1.15) | (0.61) | (1.49) |
| \( \ln n_{50-64} \) | 3.56 | 4.28 | 3.49 | 4.01 | 2.59 | 2.52 |
| | (3.65) | (4.10) | (3.61) | (3.85) | (2.65) | (2.62) |
| \( \ln n_{65+} \) | -2.34 | -1.49 | -2.03 | -0.88 | -1.52 | -0.56 |
| | (3.24) | (1.92) | (3.77) | (1.09) | (2.80) | (0.73) |
| \( \ln i \) | 1.34 | 1.62 | | | | |
| Restr: \( \ln i - \ln(\delta + w) \) | (3.55) | (3.93) | 1.60 | 2.20 | 1.54 | 1.99 |
| \( \ln(\delta + w) \) | -1.92 | -2.93 | (5.05) | (6.19) | (5.55) | (6.06) |
| | (2.97) | (4.09) | | | | |
| \( \ln y_0 \) | -0.64 | -0.21 | -0.80 | -0.58 | -0.95 | -0.71 |
| | (1.93) | (0.66) | (4.02) | (2.42) | (5.02) | (3.10) |
| 60-70, 85-90 (dummy) | 0.78 | 0.77 | | | | |
| | (4.74) | (4.84) | | | | |

---

8 In our new data sources the GDP per capita of Luxembourg is higher than the US counterpart, which causes problems for our specification.
Table 3 (continued)

<table>
<thead>
<tr>
<th></th>
<th>Full sample: 168 obs (EU-14 112 obs)</th>
<th>Base regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dep. variable:</td>
<td>$g/\Gamma$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unrestricted</td>
<td>Restriction $b_1 + b_2 = 0$</td>
</tr>
<tr>
<td>adj $R^2$</td>
<td>0.566</td>
<td>0.567</td>
</tr>
<tr>
<td>$\chi^2$ age shares</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$\chi^2$ ln $i = -\ln w$</td>
<td>0.478</td>
<td>0.131</td>
</tr>
<tr>
<td>F-test. country eff</td>
<td>0.403</td>
<td>0.611</td>
</tr>
<tr>
<td>F-test. time eff</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$\alpha + \beta$ implied</td>
<td>0.677</td>
<td>0.887</td>
</tr>
<tr>
<td>$\tilde{\lambda}$ implied</td>
<td>0.015</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Notes: Pooled OLS estimates with Newey-West error estimates corrected for heteroskedasticity and autocorrelation. Absolute t-values in parentheses. Significance at the 5%-level indicated by * and at the 1%-level by **. Wald test p-values for joint significance of the four age shares and the restriction $b_1 = -b_2$. F-test p-values for common country and time intercepts in the residuals. $\tilde{\lambda}$ is the mean convergence parameter with $(1-\alpha-\beta)b_2$ added to compensate for the approximation error.

As a first guess the cause of the differences here may be due to less cross-section variation that does not allow identification of the convergence effects with the same precision. Of course, EU countries are also more homogeneous already from the start and thus convergence may actually be less apparent. Since we have only one-third of the degrees of freedom in the smaller sample we would have expected less precise estimates but that does not seem to be the general case. Except for the gap variable and the initial income it rather seems to be the other way around although the explained variance decreases somewhat.

The indication is rather that the convergence process is less well-defined within the EU context than between all of the OECD countries. However, note that the test for time effects in the residual is much less decisive in accepting the null hypothesis of no time effects in the residuals for the EU sample. Thus, the dummy for the 60-70 and 85-90 period is less successful in catching the common time effects in the EU case.

To continue the investigation, using the longer time series now available may shed further light on whether the convergence process is peculiar in the EU or whether it is a different pattern of time effects that explains the differences.

3.1.3 EU-15 Data, Sources and Choices

An extensive explanation of the different characteristics of the data sources we considered is available in Appendix C. In our evaluation of different sources we emphasised country comparability and thus the construction of Purchasing Parity Power indices for deflation of GDP measures. But we also found it necessary to question benchmark levels for those indices in some cases. It is not really possible to give any final verdict on what source is the best, since it will to some extent always depend on the purpose of the analysis and the construction
of the model. In our case the comparison to the US GDP per capita level becomes crucial due to the construction of the gap variable. This means that differences in benchmark choices of different sources tend to cause estimation problems by creating outliers that may unduly influence the estimates.

3.1.3.1 Demographic Variables from UN WPP 2004

The demographic data are derived from United Nations World Population Prospects 2004. The data used are total population, population aged 15-64 and shares of population divided into the age categories 0-14, 15-29, 30-49, 50-64 and 65 year olds. In our model, age shares are expressed in logarithms to replicate the OECD study, but this also helps to reduce the problem of collinearity in the sample. Unfortunately, this has the drawback of making the individual age share coefficients somewhat harder to interpret, see the detailed explanation in Appendix B. For the calculation of GDP per worker we simply assumed that the workforce is made up of all the individuals between 15-64 years of age, because alternative measures of labour that would be comparable across countries are difficult to find for such a long period. Experimentation with employment variables also showed that this causes unnecessary and uninformative estimation problems due to business cycle noise.

3.1.3.2 Economic Data from Groningen Total Economy Database (GGDC)

From the GGDC we have used GDP per capita (EKS 2002$) to calculate growth rates and the GDP gap to the world technology frontier, i.e., the US. To define GDP per worker we simply multiplied GDP per capita with the share of the population in the 15-64 age group at a given point in time. Data for unified Germany are only available from 1989, so we simply assumed that the historical growth rate follows the path of the growth rate for West Germany. While this is almost certainly wrong, the error seems to be more or less random since we can distinguish no systematic estimation problem resulting from this. Excluding Germany has almost no effect.

3.1.3.3 Combined Investment Time Series (OECD and World Bank)

Finding sufficiently long time series on investment data was the most problematic part of the data-collecting process. Investment data can be found in many international databases, such as OECD, World Development Indicators (WDI), GGDC and Penn World Table (PWT), but none of these sources provide sufficiently long time-series for the purpose of our investigation. Therefore, we had to combine two different sources of data. We chose to use a combination of OECD and World Bank data, namely OECD’s “total fixed investment excluding stockbuilding as percentage of GDP” derived from Economic Outlook No 78 and World Bank’s “total domestic fixed investment share of GDP” derived from the Nehru dataset. The series are overlapping for more than 15 years and the correlation is quite high. Even if they differ in absolute values they change in the same direction over time. As with GDP, unified Germany is assumed to follow the historical path of West Germany also for the investment share of GDP.
Alternative Data Used

In our analysis we tested both PWT and GGDC data for comparative reasons. The different datasets did not produce significantly different results and we therefore chose only to present the estimations based on the GGDC dataset, since this covers the period from 1950 up until 2004 while the PWT only covers the period up until the year 2000.

We also tested other sources of data. Focusing on data from the PWT we estimated the model and found that the change in data source did not have a significant effect on the results. The signs and the relative size of the coefficients remain similar independent of the source of data used. We therefore conclude that our results do not depend on the way the data are constructed, and that we can choose the most appropriate set of data for our analysis, in this case the source providing the longest time series.

Age Structure Effects and Growth in the EU-14, 1950-2005

In Table 4 we present a replication on the data described above of the specifications reported in Table 3 and compare them to the EU-14 results in that table. The general features of the pooled OECD regressions in terms of the age humped coefficients etc. are easily recognised but the hump seems to have been tilted towards a more negative effect from the young adults, moving closer to the original OECD results. The adjusted $R^2$ is lower but the coefficient on initial income actually becomes highly statistically significant when adding the period dummy. The coefficient on $1/\Gamma$ is much closer to the OECD sample than in the shorter EU sample of Table 3. The implied mean rates of convergence are somewhat lower than in the full OECD case but higher than in the shorter EU subsample.

The mean of the capital elasticities $\alpha$ and $\beta$ now are much closer to the conventional stylised facts and the restriction on investment and workforce growth coefficients is clearly accepted by the data. The general impression is therefore that adding three more 5-year periods to the data brings us much closer to the original OECD estimates. We conclude that the differences in Table 3 to the EU subsample over the period 1950-1990 are mostly due to insufficient variation in the smaller sample.

The model generally seems to work better using the longer period of the new sample with one important exception. Although the pattern of age coefficients is still recognisable as we add the period dummy none of the age coefficients is now statistically significant nor are they jointly significant on conventional levels. In contrast, the 50-64 coefficient is strongly significant without the period dummy and the negative 65+ coefficient is at least weakly significant. Obviously we have an interaction with time variation causing an identification problem. This is not unexpected since age distributions within EU have stronger similarities in their ageing trends than the corresponding OECD sample.

Could it be that the periods 1960-1970 and 1985-1990 by chance coincide with age structure variation in the EU in such a way that events in the world business cycle are spuriously picked up by the age structure variables? This merits some further investigation in order to be sorted out.

As argued by Attanasio et al. (2000) the common use of 5-year averages to get rid of business cycle effects may not be so well advised in panels since it implicitly assumes that
business cycles are well synchronised in 5-year periods across countries, an obviously false assumption. The averaging thus introduces business cycle distortions in the cross-country variation as well as distorting the time variation by sampling at different phases of the cycle both within and between countries. To continue our investigation we therefore move to annual data. With annual data, however, other problems arise. Business cycle noise is now no longer muted and the obvious simultaneity of investment and GDP measures (including the gap variable) becomes more problematic so we also try going in the other direction by using ten-year periods instead.

In Table 5 we report in the first two columns unrestricted estimates on annual and ten-year data, respectively. The basic hump shape of the age coefficients is preserved although looking more tilted towards positive ageing effects as we use ten-year periods. In the ten-year case we get fairly similar results for other parameters as well. But in the annual case we clearly get into trouble both with the investment restriction which is just barely accepted, and even more seriously with a positive although insignificant coefficient for initial income.

It helps, however, to apply the restriction. Then we get fairly similar results both on the annual sample and the ten-year period sample, without much change in the age coefficients. Adding the previous period dummy on annual data again robs the individual coefficients of their significance but this time joint significance for the age shares as a group is preserved, if only just barely. While the ten-year results essentially confirm the five-year results, the age variables are only weakly significant and the strongly negative effect on young adults look suspicious in comparison to results on 5-year and annual data. On the other hand we know that with only 70 available observations precise estimates of highly collinear variables are hard to obtain.

In order to increase the degrees of freedom and still suppress unnecessary business cycle noise we also experimented with rolling averages (defined as the average value over \([t, t + 4]\) for the dependent variable, the gap variable and the capital and worker flows). This gives a trade-off in terms of moving averages in the residuals (and a loss of some observations) but the fairly similar point estimates (not reported here) and improved precision reassures us that the basic conclusions from the 5-year panel actually goes through in the annual dataset also.
Table 4:
Replication of 5-year regressions on new data sample using two more periods up to 2000-2005. For comparison the regressions in Table 1 on the old sample up to 1990-1995 are included. Using EU-15 (excluding Luxembourg).

<table>
<thead>
<tr>
<th>Dep. variable: $g / \Gamma$</th>
<th>Base regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>Old</td>
</tr>
<tr>
<td>Constant</td>
<td>3.478</td>
</tr>
<tr>
<td></td>
<td>(0.36)</td>
</tr>
<tr>
<td>$1/\Gamma$</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>(4.58)**</td>
</tr>
<tr>
<td>$\ln n_{15-29}$</td>
<td>-0.69</td>
</tr>
<tr>
<td></td>
<td>(0.55)</td>
</tr>
<tr>
<td>$\ln n_{30-49}$</td>
<td>-0.40</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
</tr>
<tr>
<td>$\ln n_{50-64}$</td>
<td>4.26</td>
</tr>
<tr>
<td></td>
<td>(3.08)**</td>
</tr>
<tr>
<td>$\ln n_{65+}$</td>
<td>-2.482</td>
</tr>
<tr>
<td></td>
<td>(2.63)**</td>
</tr>
<tr>
<td>$\ln i$</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>(1.78)</td>
</tr>
<tr>
<td>$\ln i - \ln(\delta + w)$</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>(2.32)*</td>
</tr>
<tr>
<td>$\ln(\delta + w)$</td>
<td>-1.432</td>
</tr>
<tr>
<td></td>
<td>(1.52)</td>
</tr>
<tr>
<td>$\ln y_0$</td>
<td>-0.468</td>
</tr>
<tr>
<td></td>
<td>(0.91)</td>
</tr>
<tr>
<td>$60-70, 85-90$</td>
<td>1.19</td>
</tr>
<tr>
<td>(dummy)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\lambda}$</td>
<td>0.662</td>
</tr>
<tr>
<td></td>
<td>0.010</td>
</tr>
</tbody>
</table>

Notes: Pooled OLS estimates with Newey-West error estimates corrected for heteroskedasticity and autocorrelation. Absolute t-values in parentheses. Significance at the 5% level indicated by * and at the 1% level by **. Wald test p-values for joint significance of the four age shares and the restriction $b_1 = -b_2$. F-test p-values for common country and time intercepts in the residuals. $\hat{\lambda}$ is the mean convergence parameter with $(1-\alpha - \beta)\beta$ added to compensate for the approximation error.
It is clear, however, that potentially endogenous variables \((1/\Gamma, \ln i, \ln y_o)\) may cause biased estimates. Nor can we exclude that some common time-varying or country-specific variables have been incorrectly omitted in the regressions. In the next subsection we therefore go on to estimate models where we instrument for endogenous variables, as well as testing plausible control variables for sensitivity. That is, we try to find exogenous variables that can predict the endogenous variables in order to get rid of the troublesome correlation between residuals and independent variables in the regression.

Summing up the evidence so far, the replication of the OECD study indicates:
1. Convergence parameters are not substantially different in the EU sample.
2. The age profiles seem fairly similar but dependent on the period length the negative emphasis may be either on the young or the old.
3. There seems to be more evidence in the time-extended sample of omitted country-specific effects.
Table 5: Annual and ten-year average regressions on new data sample using EU-15 (excluding Luxembourg).

<table>
<thead>
<tr>
<th>Dep. variable: $g/\Gamma$</th>
<th>Base regression</th>
<th>Unrestricted</th>
<th>Restriction $b_1 + b_2 = 0$</th>
<th>Period dummy $b_1 = -b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Annual</td>
<td>Ten-year</td>
<td>Annual</td>
<td>Ten-year</td>
</tr>
<tr>
<td>Constant</td>
<td>-8.14</td>
<td>5.95</td>
<td>1.61</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td>(0.77)</td>
<td>(0.62)</td>
<td>(0.21)</td>
<td>(0.45)</td>
</tr>
<tr>
<td>$1/\Gamma$</td>
<td>0.011</td>
<td>0.017</td>
<td>0.013</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>(3.65)**</td>
<td>(7.04)**</td>
<td>(4.47)**</td>
<td>(6.81)**</td>
</tr>
<tr>
<td>$\ln n_{15-29}$</td>
<td>-0.67</td>
<td>-3.24</td>
<td>-1.46</td>
<td>-3.30</td>
</tr>
<tr>
<td></td>
<td>(0.44)</td>
<td>(2.37)*</td>
<td>(1.06)</td>
<td>(2.43)*</td>
</tr>
<tr>
<td>$\ln n_{30-49}$</td>
<td>-1.36</td>
<td>1.69</td>
<td>-0.88</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>(0.98)</td>
<td>(1.29)</td>
<td>(0.67)</td>
<td>(1.24)</td>
</tr>
<tr>
<td>$\ln n_{50-64}$</td>
<td>4.41</td>
<td>2.83</td>
<td>4.22</td>
<td>2.81</td>
</tr>
<tr>
<td></td>
<td>(2.91)**</td>
<td>(2.02)*</td>
<td>(2.91)**</td>
<td>(2.01)*</td>
</tr>
<tr>
<td>$\ln n_{65+}$</td>
<td>-3.41</td>
<td>-1.80</td>
<td>-2.64</td>
<td>-2.00</td>
</tr>
<tr>
<td></td>
<td>(2.83)**</td>
<td>(2.00)*</td>
<td>(2.43)*</td>
<td>(2.35)*</td>
</tr>
<tr>
<td>$\ln i$</td>
<td>0.31</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.44)</td>
<td>(2.10)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rest: $\ln i - \ln(\delta + w)$</td>
<td>0.82</td>
<td>0.91</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.39)</td>
<td>(1.91)</td>
<td>(0.43)</td>
<td></td>
</tr>
<tr>
<td>$\ln(\delta + w)$</td>
<td>-1.98</td>
<td>-0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.90)</td>
<td>(0.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln y_0$</td>
<td>0.16</td>
<td>-0.67</td>
<td>-0.29</td>
<td>-0.56</td>
</tr>
<tr>
<td></td>
<td>(0.26)</td>
<td>(1.72)</td>
<td>(0.53)</td>
<td>(1.50)</td>
</tr>
<tr>
<td>60-70, 85-90 (dummy)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>adj R²</td>
<td>0.09</td>
<td>0.61</td>
<td>0.09</td>
<td>0.61</td>
</tr>
<tr>
<td>$\chi^2$ age shares</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>$\chi^2$ $\ln i = -\ln w$</td>
<td>0.078</td>
<td>0.712</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-test. Country eff</td>
<td>0.001</td>
<td>0.002</td>
<td>0.000</td>
<td>0.009</td>
</tr>
<tr>
<td>F-test. time eff</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$\alpha + \beta$ implied</td>
<td>2.09</td>
<td>0.60</td>
<td>0.74</td>
<td>0.62</td>
</tr>
<tr>
<td>$\lambda$ implied</td>
<td>-0.014</td>
<td>0.015</td>
<td>0.007</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Notes: Pooled OLS estimates with Newey-West error estimates corrected for heteroskedasticity and autocorrelation. Absolute t-values in parentheses. Significance at the 5% level indicated by * and at the 1% level by **. Wald test p-values for joint significance of the four age shares and the restriction $b_1 = -b_2$. F-test p-values for common country and time intercepts in the residuals. $\lambda$ is the mean convergence parameter with $(1-\alpha-\beta)\theta$ added to compensate for the approximation error.
3.1.4.1 Controls and Tests

Some of the economic variables we use are without doubt potential problems regarding the exogeneity assumption behind a classical regression model, i.e., the assumption that the independent variables are uncorrelated with the residual error. Regarding initial income as well as the gap variable used here this is a virtual certainty. (To really put the model to the test we also used, in the instrument regressions, GDP/worker to define the gap variable, in this way almost assuring that some endogeneity bias will be present.) Investment is also likely to be jointly determined with the dependent variable. Our supply of instruments is limited, however, and below we only report estimates using demographic variables as instruments since these are not rejected by the tests.

In Table 6 we report IV estimates on annual data (where the problem should be most serious) using sets of lagged demographic variables as instruments for the endogenous variables. There are substantial problems in finding suitable instruments that the overidentifying restrictions are accepted but some combinations are not rejected by the tests and thus we at least lack evidence that they are invalid. We report three instrument combinations with and without restriction where the overidentifying restrictions of a GMM estimate are accepted and the first-step regressions have a decent explanatory value.

From Table 6 it is clear that if anything, the IV estimates rather emphasise the age coefficient patterns; in particular the hump shape of the age coefficients becomes steeper. The factor flow restriction is not rejected but the p-values are rather marginal—and the coefficient on initial income gets the wrong sign when we implement the restriction—but are in any case insignificant. The Sargan test also becomes marginal under the restriction (except in case III where we also use second lags of age share variables as instruments).

Obviously we cannot claim that these IV regressions successfully solve the problem of endogeneity since the coefficient estimates of the endogenous variables seems to be either inflated or insignificant and with the wrong sign on initial income as we let the factor flow restriction bind. One of our problems is that our measure for workforce growth is not independent of the changes in dependency rates, since the dependency rate and the workforce share of population add up to one. But the set of regressions in Table 6 does demonstrate that if there is endogeneity bias in the plain OLS estimates it is towards underplaying rather than creating the hump-shaped age pattern.

We have made extensive tests with different control variables (see below). In many cases these variables enter insignificantly or with the “wrong” sign, i.e., with unexpected effects on the dependent variable, for example higher capital stocks have negative effects.
Table 6:
Annual IV regressions (GMM) of the specification above using lagged demographic variables as instruments for the gap variable (see below), initial income and factor flows.

<table>
<thead>
<tr>
<th>714 obs</th>
<th>Instruments I</th>
<th>Instruments II</th>
<th>Instruments III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dep. variable: $g / \Gamma$</td>
<td>Unrestricted $b_1 + b_2 = 0$</td>
<td>Unrestricted $b_1 + b_2 = 0$</td>
<td>Unrestricted $b_1 + b_2 = 0$</td>
</tr>
<tr>
<td>Constant</td>
<td>-16.4 (0.61)</td>
<td>-34.1 (1.43)</td>
<td>-4.16 (0.21)</td>
</tr>
<tr>
<td>$1 / \Gamma$</td>
<td>0.054 (2.33)*</td>
<td>0.042 (2.20)*</td>
<td>0.042 (2.54)*</td>
</tr>
<tr>
<td>$\ln n_{15-29}$</td>
<td>-4.84 (2.29)*</td>
<td>-3.15 (2.06)*</td>
<td>-3.57 (2.54)*</td>
</tr>
<tr>
<td>$\ln n_{30-49}$</td>
<td>-1.40 (0.69)</td>
<td>-2.56 (1.54)</td>
<td>-0.84 (0.52)</td>
</tr>
<tr>
<td>$\ln n_{50-64}$</td>
<td>4.15 (2.61)**</td>
<td>3.84 (2.86)**</td>
<td>3.54 (2.84)**</td>
</tr>
<tr>
<td>$\ln n_{65+}$</td>
<td>-7.61 (1.79)</td>
<td>-7.95 (2.01)*</td>
<td>-5.13 (1.76)</td>
</tr>
<tr>
<td>$\ln i$</td>
<td>5.51</td>
<td>3.89</td>
<td>4.84</td>
</tr>
<tr>
<td>Restr: $\ln i - \ln(\bar{\delta} + w)$</td>
<td>(2.40)* 3.32 (2.64)**</td>
<td>2.86 (2.49)*</td>
<td>2.58</td>
</tr>
<tr>
<td>$\ln(\bar{\delta} + w)$</td>
<td>-1.46 (0.97)</td>
<td>-1.08 (0.92)</td>
<td>-0.89 (0.73)</td>
</tr>
<tr>
<td>$\ln y_0$</td>
<td>-0.04 (0.03)</td>
<td>0.87 (0.70)</td>
<td>-0.60 (0.53)</td>
</tr>
<tr>
<td>Uncentred R²</td>
<td>0.24</td>
<td>0.37</td>
<td>0.41</td>
</tr>
<tr>
<td>Sargan test</td>
<td>0.272</td>
<td>0.055</td>
<td>0.252</td>
</tr>
</tbody>
</table>

χ² age shares
χ² $\ln i - \ln w$ 0.106 | 0.145 | 0.105 |

Notes: Pooled IV estimates with Newey-West error estimates corrected for heteroskedasticity and autocorrelation. Absolute z-values (robust errors) in parentheses. Significance at the 5% level indicated by * and at the 1% level by **. Wald test p-values for joint significance of the four age shares and the restriction $b_1 = -b_2$. F-test p-values for common country and time intercepts in the residuals. $\bar{\lambda}$ is the mean convergence parameter with $(1-\alpha-\beta)b_3$ added to compensate for the approximation error.
The Relationship Between Demographic Growth and Economic Change

In addition to such counterintuitive results many of the control regressions need to be estimated by instrumental variables methods where substantial difficulties arise in finding valid instruments. Mostly only lags of demographic variables passed the Sargan tests. The interpretation of the impact of the demographic variables already in the equation was thereby complicated by multiple interaction effects from the prediction equations. We have therefore chosen not to report these regressions in detail but instead give some more details about what we used below.

In Tables 2 and 3 we present all the different model specifications both using annual data and five-year averages. Using differenced data we have been able to avoid the problem of multicollinearity. In addition we have also included other control variables.

<table>
<thead>
<tr>
<th>Instruments</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 lag of ln $n_{1960-79}$</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>2 lag of ln $n_{1950-69}$, ln $n_{1960-79}$, ln $n_{1970-79}$, and ln $n_{1980-89}$</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>3 lag of ln $n_{1950-69}$, ln $n_{1960-79}$, ln $n_{1970-79}$, and ln $n_{1980-89}$</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>3 lag of ln $n_{1960-79}$</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>2 and 3 lag of ln workpop</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>1 lag of net migration</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

These controls have been made up of demographic, infrastructural, economic and science/technology variables, some with long time-series (~ 50 years) and some with much shorter ones (< 15 years). Not many of our controls have entered significantly into our models, but a few of them appear to be significant in many different model variants. Using science/technology variables leaves us with an insufficient time dimension that makes it impossible to analyse the demographic effects on the growth rate, but even so, the variables do not provide significant explanatory power to be of use. The infrastructural variables (see Appendix C) have many unreliable values and are not very trustworthy.

Controls that enter the equations significantly are Life Expectancy at Birth (UN), Hours Worked (GGDC), Employment Rate (OECD), Phone Lines (WDI-Canning), Crude Birth Rate (UN), Total Fertility Rate (UN), and Capital Stock (GGDC-WDI). These controls are, however, not significant in all the different model specifications (annual/five-year/IV-GMM). Also, Education (we have used two sources of correct data due to De la Fuente and Doménech 2000 and Cohen and Soto 2001) in combination with Education squared enters significantly in some specifications, indicating diminishing returns to further increases in average years of schooling.

Controls that were tested but did not enter significantly are Rail Lines, Education linearly entered, Urbanisation, Openness (trade as share of GDP), Density, Urban Density, Energy Power Loss (percentage), Energy Consumption per Capita, Population, Working Age Population, University Attainment, Migration, Patents per Capita, R&D expenditures, among others. Also, a number of possible control interactions were tested for, but did not prove to affect the equations significantly. It is not prudent to present all these results since due to differences in sample size etc. it is impossible to make straightforward comparisons, but the results are available on request, of course.
Time effects and country-specific effects have also been tested for and are significant in a number of different model specifications. Especially, in the IV/GMM regressions inclusion of time effects, either as dummies or as vectors, turn the age structure effect upside-down in comparison to the original models. The reason for this is not exactly clear, but is probably due to the difficulties of separate identification of age/cohort/time effects due to their linear dependence.

Some general features of these sensitivity tests can be noted in order to draw some conclusions from the experiments:

First, significant differences between the positive coefficient for age 50-64 and the negative coefficient for the 65+ group were nearly always preserved and mostly both coefficients were also significantly different from zero. In instrumented regressions, the order of magnitude of these coefficients was about the same as in Table 4. Thus we could conclude that this specific feature was robust to the inclusion of control variables.

Second, we could note that the 30-49 group coefficients were quite varying in sign and size but almost never significantly different from zero. This is more or less in line with the results presented in previous tables. The conclusion is that this group has small or vaguely defined effects relative to the two older groups.

Third, the group of young adults aged 15-29 in some cases showed significantly negative effects as apparent in Table 4 but in many other cases could not be differentiated from zero as in the non-instrumented regressions. Thus controls were affecting the influence of this group to some extent. For example, controlling for fertility tended to make its impact more positive, thus some of the negative impact may be due to the fact that the prime fertility age falls within this age interval.

To sum up the only age group coefficient estimates that insertion of control variables affects to any substantial degree is the young adults. In some cases we can find reasonable explanations, in other cases we cannot. Part of the difficulty is that several of the controls had rather large consequences for the convergence parameters associated with the coefficient on initial income, which only rarely had the expected negative sign. Thus most controls were to some extent proxies also for the distance to steady state, and their impact on coefficients for young adults may be spurious.

As a final test we checked whether the addition of more OECD countries to increase the cross-sectional variation would affect the results in any unexpected way. Annual data results then became a little more unstable but results on five-year periods were fairly similar to those using only EU countries so we refrain from reporting detailed results from this.

3.1.4.2 Discussion of the Results

The question now is how to interpret the empirical results we have presented here. The estimated regressions point to a stable and robust connection between variations in the age distribution of the population and the growth process contingent on a variety of different controls. We have one set of controls for broad factor flows (capital investment and potential workforce changes) and technological convergence which we include consistently although they do not always turn out significant nor with expected signs according to the theory. Other
controls have been added more ad hoc. Some controls do affect the impact from the younger part of the age distribution and then mostly the initial income variable as well.

This pattern suggests that young adults play a role in the convergence process and as shown in Section 3.3 they seem to be important for the rate of absorption of new technology from abroad. The most likely explanation therefore seems to be that their education is more recent—and often higher than in the older workforce. The older workforce may for several reasons be more reluctant to learn and adopt new methods of production. One naturally comes to think of IT technology and computers where younger persons have obvious advantages from being educated with the technology. In a broad survey of studies on the capabilities of individuals at different ages, Skirbekk (2004) has pointed out that some capacities and abilities start to deteriorate at very early ages (for example learning abilities) while others keep growing with age (for example verbal abilities and social skills) well into middle age and can compensate as the individual ages and changes jobs in the career. Thus the young and the old have different skill profiles and there is some evidence that young and older (at least prime-age) labour therefore are complements to each other (Macunovich 2002).

One hypothesis based on this reasoning would therefore be that the efficiency of standard production tends to increase with experience because it mainly requires managerial skills like good organisation, a stable and not too mobile workforce. The efficiency of technology adoption requires fast learning skills and flexible labour that can easily be moved around as experimentation with the new techniques require. The combination of both of these factors provides synergies by promoting stability as well as innovation.

While this is speculative and hard to prove it does provide one potential venue for explanation of the empirical results of this study. From our macroeconomic perspective we cannot really determine how reasonable such explanations may be, only that the age-growth relations we uncover at least do not refute the possibility that this young-old complementarity may be an important ingredient behind economic growth. Wasmer (2004) argues that we may find similar explanations for why the more rigid European labour markets seem more efficient in exploiting mature technologies while the more flexible American labour market has its comparative advantage in innovative technologies.

If so it follows however that changing proportions of different age groups in the workforce are likely to require changes in both labour market institutions and policies in order to take advantage of different types of growth opportunities.

But our results may be explained also from other perspectives than the changing composition of labour supply. Also the composition of supply and demand of capital changes with the age structure. Ageing populations require a shift towards generally more labour-intensive services with often rather different technological characteristics than large-scale production of goods. That may well explain why increases in the elderly dependency rates have deleterious effects on productivity growth. But again this cannot be proved from the macroeconomic vantage point. It could also be crowding out effects on private investment by public investment where we have no solid measure of the productivity effects. GDP measures from the National Accounts will typically have an arbitrarily assumed rate of public productivity growth, often set to zero in the absence of information to the contrary. Increasing
demand for non-market production in terms of care provided by relatives and family may provide another channel with similar consequences.

The decrease of domestic saving when the population retires to a higher degree could—through some as yet uncovered mechanism—depress investment. This is often taken for granted in the growth literature due to closed-economy assumptions. That assumption is blatantly false and no one as yet has been able to provide any generally accepted explanation of the puzzling and unexplained correlation between domestic saving and investment (Feldstein and Horioka 1980).

It is fairly easy to come up with stories like this which are more or less convincing in different institutional contexts and countries. The fact that we actually find pervasive and stable results when replicating the old OECD study on new data with a European sample of countries suggests that there may well be a diversity of channels which are country-specific but which in the end lead to similar results.

By and large, the magnitudes reported by Kelley and Schmidt are consistent with many other results. Krueger (1968) finds that age structure and education can account for close to half of the differences in country per capita income at that time. Bloom and Williamson (1998) find that 30 to 40 per cent of East Asian per capita growth is explained by the demographic dividend (cf. Section 2.6.2 of this report).

An analyst may view the explanatory value of demography in different ways. One could maintain that only the demographic core constitutes a purely demographic explanatory effect, since the translational effect is just a matter of more precise measurement and human capital is only proxied by life expectancy, thus constituting no explanation per se. Or one could also object that not only are the demographic variables the ultimate causes of per capita growth but with a high probability the country-specific effects as well and the financial and political variables are to some extent influenced by demography. Evidence for this could easily be obtained since there are systematic differences between countries with young and old population structures. Or another analyst might take the view that also the demographic core is proxying for some more behavioural economic measure (such as savings). There is really no clear resolution from aggregate studies to this question of causality and explanation. The exact nature of the mechanisms behind these correlations needs to be studied more closely in micro data.

No matter what position one may take on this issue, however, the overall results indicate that one-third of growth can be predicted by country-specific effects (assumed to be constant) and one-third can be predicted by demographic variables which can be projected with fairly high certainty. Regardless of its explanatory value this finding is valuable for forecasting purposes. For policy design a deeper understanding of the mechanisms behind the correlations is, of course, a necessity.

While details regarding the estimates and the interpretations are certainly debatable and, in view of the methodological difficulties discussed above, need to be interpreted very cautiously one must concede that demographic factors seem to matter just as much or more than the factors commonly stressed in the growth literature, such as technological change, innovation and political/institutional explanations. At the very least this indicates that any economic growth study which does not control for demography is very likely to suffer from
omitted variables bias. Agell et al. (1997) provide an illustration of this in the context of government expenditure and growth where the negative correlation between the government expenditure share of GDP and GDP growth disappears as soon as the population share above 65 is controlled for.

The causal interpretation is, as noted, a much more contentious issue. First, the identification of causal relations in cross-country growth regressions is in itself a very difficult issue, not least illustrated by the Bils and Klenow (2000) paper that strongly questions whether human capital measures cause growth as an input in production, or whether education increases due to higher income that allows people to afford more education as a consumption good. One can test for endogeneity though and thus at least give some guidance as to whether variables are simultaneously determined or not. The high inertia of demographic structures and of most demographic variables makes it unlikely that they are subject to any substantial endogeneity bias. In any case, to the extent to which it can be determined by instrumental variables approaches there is little evidence that the demographic variables are affected by endogeneity bias, see e.g., Brander and Dowrick (1994) who extensively test whether birth rates are caused by income growth. Since birth rates together with migration may be the two demographic variables most likely to be endogenous with respect to growth, this result is rather strong. Still, failure to reject the exogeneity hypothesis by econometric tests is far from being a reliable indicator of actual causal relations. Consider for example birth rates. The decision to have a child (or to ensure its survival if pregnancy was accidental) is a very long-term decision that, as we would assume, depends on future expectations of economic opportunities that may well differ among individuals of different social status and thus are systematically related to contemporary economic variables in very complex ways that cannot be readily unveiled by contemporary correlations.

Although caution is called for it bears emphasising that in comparison to nearly all other variables that at one time or another have been included into cross-country growth regressions, the demographic variables are mostly better measured and more well-defined and in all likelihood suffer from less endogeneity problems. In comparison to factors such as political stability, technological change and innovation, democracy and financial market depth—to take but a few examples—which are all measured by more or less rough proxies or dummies, the demographic variables are data of considerably higher quality.

Forecasting studies using demographic variables have been made. McMillan and Baesel (1990) and Fair and Dominguez (1992) can be mentioned here. To our knowledge, there are few systematic studies doing out-of-sample evaluation of the forecasts.

Lindh (2004) is a study of Swedish data where GDP and inflation forecasts based on demographic variables are evaluated by the performance of recursive out-of-sample forecasts during the 1990s. It is demonstrated that the forecasts beat the naïve alternative of unchanged levels which is a minimum requirement for usefulness but actually the demographically based forecasts are in many instances comparable or even better at longer horizons than one year to those of professional forecasters. Lindh and Malmberg (2004) estimate a global panel model and again show that this model on average beats the naïve forecast in out-of-sample tests.

Part of the explanation is that in forecasting you need to predict the independent variables and demographic forecasts are simply much better than forecasts of independent
economic variables due to the high inertia inherent in demographic structures. This immediately improves the forecasting precision. The stability and robustness of the correlations which have been demonstrated here also contribute towards more reliable long-term forecasts. Lindh and Malmberg (2004) demonstrate, however, that there is a slowly shifting impact of the age structure with the level of development. The model used in this paper assumes that the shift in impact is related to the convergence process, which essentially implies that the demographic variables have a higher proportional impact on the growth rate in countries with a lower level of income. In the global estimation one also has to take account of a drift in the peak of the hump-shaped age effects. The peak effects are at lower ages in less developed countries and shift towards the middle age in the more developed countries. In the estimation this can be modelled by interacting age structure with life expectancy. As life expectancy rises, the peak shifts towards higher ages.

The reason for this shift is twofold. A high life expectancy implies increased pay-off to human capital investments in the beginning of the life cycle. This tends to shift the start of working life upwards: from around age 15 to age 20 or even above in some EU countries, for example. The other reason is that a higher life expectancy is also associated with better health and lower morbidity and mortality over the whole working life period, increasing the proportion of fit workers available in the middle-aged section of the age distribution. In the initial stages of the demographic transition this is very important. Boucekkine et al. (2003) show that it was of consequence even in the budding industrialisation in Europe in the 18th century and before. As mortality generally decreased at adult ages in the 19th and the beginning of the 20th century in Europe and North America, it was followed—with a more or less long lag—by decreases in fertility that drew down dependency rates and accelerated economic growth rates to levels never observed before.

In the late 20th century, however, mortality gains are predominantly taking place at ages above retirement age. This means that dependency rates start increasing again but now it is the elderly dependency rate that dominates the process. According to the estimates reported here this has had a dampening effect on growth rates, and it follows that the continued population ageing in the EU will dampen growth rates as we move further into the 21st century. The global income study referred to above shows, besides an overall dampening effect of age structure like the one observed in this EU study, that the higher life expectancy effect also tends to tilt the hump in such a way that the negative effect of the elderly proportion becomes smaller and may even become positive eventually.

Since our experience and observations so far only encompass young populations in the less developed countries, mature populations in the emerging economies, and middle-aged populations in the highly developed countries (with less than one-fifth of the population above 65), we do not really have any firm evidence on how the relation between age distribution and economic growth will appear as really old economies start having a quarter or even a third of the population above 65. This is beyond our horizon and thus extrapolation of results to this era is necessarily tentative and contingent on the historical correlations.

Caution nevertheless suggests that in the absence of evidence to the contrary we prepare for a rather negative GDP growth in the future. This still leaves us at a rather comfortable overall level of living so it should not be depicted as anything catastrophic. However, even so
it is still interesting to consider how possible improvements of this slightly gloomy perspective could be achieved.

For institutional and traditional reasons as well as through somewhat perverse incentives in many pension systems the actual retirement ages have actually been decreasing in Europe, which may well be a contributory factor behind the negative elderly effects described above. It is, however, difficult to believe that this trend cannot be reversed given more reasonable incentives and ever-increasing health. In fact, for Sweden there is now solid evidence for an increasing labour force participation among the elderly. In that case it may well be that the more optimistic global results will be prevailing over the results in this study. Some results from microstudies at plant level do suggest that such increases in elderly labour force participation may be highly beneficial to future productivity growth. Evidence pro and contra is available in Prskawetz et al. (2006). Our attempts to control for labour force participation in terms of hours worked and employment did not turn up any evidence in favour of higher elderly participation rates, rather the insertion of such controls pointed in the direction that problems were associated with the younger part of the age distribution. It is therefore important to note that due to lack of relevant, reliable and comprehensive data on labour force participation in different age groups we were not really able to go into this question here.

In a previous report (Institute for Futures Studies 2006), attempts to assess this issue proved unsuccessful as well. This indicates that the issue is perhaps not as decisive as intuition would suggest. One should observe in this context that a great deal of work in the economy is household production of goods and services, and it is not a foregone conclusion that transferring this into the accounted-for market sector necessarily increases growth. In fact one could argue that some such services are better performed outside the market sector. Of course, since we lack the data to assess that, we do not really know. But it is remarkable that trying to control for actually supplied labour does not yield any decisive changes in the model estimated here.

Before concluding this discussion some as yet unmentioned technical points need to be illuminated. While endogeneity problems turned out rather troublesome for many of the economic variables in the regression above, the demographic variables seemed to be even strengthened in the IV regressions. It is obviously the case that demographic structure, even if clearly determined by economic resources in the very long run, will be predetermined to a considerable extent when looking at short- or even medium-term relations. That does not hold for all demographic variables though. Both fertility and migration can react rather promptly to changes in the economic conditions. The point to observe is that this only slowly affects the demographic structure, beginning with the younger age groups and impacting on the older section of the age structure only after several decades. This fact may explain why we find the younger section of the age structure to be more sensitive to different controls, specifications and instruments.

The demographic inertia does, on the other hand, imply that age share variables appear trended over fairly long time intervals. Although it is theoretically clear that age shares per se in the long run cannot be unit root processes since they are naturally bounded, there is still a certain risk that the high persistence can cause spurious regression results. As has been a
constant worry in the macroeconomic modelling literature for the past decades spuriously regression results invalidate inference in many models unless it can be shown that variables are cointegrated (Granger 1981, Nelson and Plosser 1982). However, Österholm (2004) showed that in OECD data, GDP per capita and age structure are indeed cointegrated variables thus alleviating the fear of spurious regression results. Even if that result should be a fluke econometric theory, Phillips and Moon (1999) show that this concern is much less in the case of panel data since spurious results from integrated data generating processes (DGP) only arise under fairly special circumstances because country heterogeneity actually aids in achieving correct identification.

3.1.5 Conclusions

In this part of the study we reported a replication of a previously published model (Lindh and Malmberg 1999) on OECD data. The model is designed to evaluate how changing age structures affect the rate of economic growth. As expected from other empirical studies, increasing dependency rates in the population will have negative effects on per capita GDP growth. Partly this is a simple accounting effect but the 1999 study as well as other studies strongly suggest that per worker GDP will also be adversely affected by increasing dependency rates. The mechanisms at work here may be quite diverse, ranging from time constraints on a working population having to spend more time on unaccounted-for household chores to demand shifts towards services with slower productivity growth and possibly also involving increasing relative prices for capital due to lower saving rates. Even if there is by no means a consensus on how important these mechanisms may be under different circumstances, it seems generally accepted that an ageing population will trigger a dampening of the economic growth process.

The 1999 study by Lindh and Malmberg goes one step further by subdividing the working population and somewhat surprisingly finds that it is the oldest part of the working population that has the most clearly growth-stimulating effect contingent on controls for technological gaps and convergence processes (and factor accumulation in terms of investment and potential workforce growth). Although some other supporting results are available most analysts remain sceptical about this result. For the countries in the European Union that are facing an ageing workforce it matters quite a lot for both policy and future prospects for financing the care of ageing populations whether the stimulating effect of an elderly workforce is a stable and robust result or fragile and contingent on a specific sample of OECD countries as well as the given time period and data source.

What we have shown here is that the result of the 1999 paper can indeed be replicated in EU-14 over a longer time period. This result is robust to a number of checks and tests performed in order to study the stability and validity of the estimates. Adding controls for other demographic, economic or structural factors the qualitative pattern emerges again and again except for young adults which are sensitive to some controls. The effect of young adults may vary from clearly negative to insignificant, depending on what controls are added. As shown in Section 3.3. below, there is a positive effect of young adults on the absorptive
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capacity or rate of convergence to best-practice countries. Since this is controlled for in this part, there is no contradiction between these results.

That middle-aged adults aged 50-64 years have a positive effect and retirees aged 65+ have a negative effect is, however, a very robust result. Thus, a fairly safe prediction is that as the baby boomers get older, an ageing workforce seems to pose little problems for the general EU growth—until they start to retire, of course. In most countries this is still some years into the future, although there are some countries, like Sweden where it is imminent, or Germany where that stage has already been passed.

In Section 4 of this report an analysis of growth prospects based on the results obtained here is undertaken. But even without any detailed quantitative analysis the policy perspectives that open up are clearly somewhat worrying. Most analysts have been hoping for increasing rather than decreasing growth in order to deal with the future increases in elderly dependency rates. If such hopes turn out to be untrue there will clearly be problems in financing pensions or elderly care—in fact, in some countries both. While this is the bad news, the good news is that for most countries there is still some delay before they have to brace themselves for budgetary problems. Exploiting that period of time to prepare for, and invest in, the future is therefore on the top of the European agenda.

As emphasised above, demographic structures are not set in stone. Although it is hard to do much about the older part of the distribution (except for extreme and barbaric measures that need not be discussed), the younger part of the age distribution can be affected quite substantially through fertility and migration. Alas, this cannot be done without costs and a central policy problem brought to the fore by ageing is to balance these current costs against future benefits. The practical consequences of different demographic scenarios will be further explored in the prospective analysis in Section 4 of this report.

3.2 Demography and Growth in the EU-15: How Robust is the Link?

The empirical exercise carried out in Section 3.1 is derived from a theoretical model in the spirit of neoclassical growth theory. The empirical literature on cross-country growth regressions, however, tends to use a wide range of other variables (not necessarily stemming from any particular theory) in order to explain differences in economic growth across countries. In this section we investigate whether demographic variables (proportions of population in different age groups and their change in time) are robust determinants of long-run economic growth in the EU-15 by taking into account the variation in parameter estimates depending on the set of variables which is controlled for in the regression. This exercise presents several difficulties, since the number of observations is limited (if long-run patterns are taken to represent sustained differences across countries over very long periods of time) and model uncertainty plays a very important role in the assessment of robustness in growth determinants (see Levine and Renelt 1992; Sala-i-Martin 1997a, 1997b; Sala-i-Martin et al. 2004; Crespo-Cuaresma 2002; Crespo-Cuaresma and Doppelhofer 2006).

Since the influential contributions of Kormendi and Meguire (1985) and Barro (1991), the use of cross-country regressions in order to identify variables that are robustly (partially) correlated to growth of GDP per capita has become a fundamental part of the empirical
The empirical literature on economic growth has used an incredibly vast amount of economic, social and political variables with the aim of finding robust determinants of GDP per capita growth. Durlauf and Quah (1999), for instance, name more than eighty variables that have been included at least once in a cross-country growth regression. Levine and Renelt (1992) applied Leamer’s (1983) extreme bounds analysis to check the robustness of the determinants of long-run growth to changes in the information set that the researcher conditions upon when obtaining estimates of the partial correlation. The analysis concluded that practically no variable among those used by Kormendi and Meguire (1985) and Barro (1991) is robustly correlated with average GDP per capita growth. Sala-i-Martin (1997a, 1997b), however, considers that the robustness test implied by extreme bounds analysis is too strong for any variable to pass it in the framework of empirical growth research, and proposes analysing the entire distribution of estimates of the partial correlation of a given variable and long-run growth. Adopting such an approach, Sala-i-Martin (1997a, 1997b) attaches a “confidence level” (in terms of the probability mass on one side of zero in the empirical distribution of the estimate of the partial correlation) to each variable, and proposes to consider those variables with a confidence level of 95% or more as robustly correlated with long-run growth. Using this method, the conclusion is that there exists a considerable number of economic, political and demographic variables that are actually (partially) correlated to growth in a robust fashion.

Bayesian model averaging methods allow to account for model uncertainty both in the size of the model and in the choice of explanatory variables. Sala-i-Martin, Doppelhofer and Miller (2004) introduce an alternative approach, Bayesian Averaging of Classical Estimates/BACE, that builds upon Bayesian model averaging without needing to specify prior distributions for all parameters in the econometric specification. The method can be applied simply by repeated OLS estimations and presents a tractable setting aimed at accounting for model uncertainty in linear growth regressions. The results in Sala-i-Martin, Doppelhofer and Miller (2004) are in line with Sala-i-Martin (1997a, 1997b), indicating that there is a sizeable group of variables which are robust explanatory factors for economic growth.

None of the studies above include the relative size of age groups or their change in time as potential growth determinants. In this section we will apply the method put forward by Sala-i-Martin (1997a, 1997b) in order to assess the robustness of these demographic variables as determinants of growth differences in Europe for the period 1960-1990. The methodology is implemented as follows. We consider a growth regression with the annual average growth rate of GDP per capita in the period 1960-1990 as endogenous variable and a fixed set of regressors formed by three variables which tend to be included systematically as covariates in the empirical growth literature (initial level of GDP per capita, initial level of primary schooling and initial life expectancy) and by a demographic variable (alternatively, the proportion of workforce in age groups 15-29, 30-49 and 50-64 in 1960 and their growth rates for the period 1960-1990). To this specification we will add iteratively two variables from the

---

9 See also Fernández, Ley and Steel (2001) and Crespo Cuaresma and Doppelhofer (2006) for other approaches to robustness evaluation in cross-country growth regressions using Bayesian model averaging.
pool of growth covariates considered by Sala-i-Martin (1997a, 1997b), formed by the 59 variables specified in Table 8. The basic specification is thus

\[ y_i = \alpha + \gamma_1 GDP60_i + \gamma_2 LIFEX60_i + \gamma_3 PRIM60_i + \beta X_i + \sum_{j=1}^{2} \phi_j Z_{j,i} + \epsilon_i \]

where \( y \) is the average growth rate of GDP per capita in the period 1960-90, \( GDP60 \) is the initial level of GDP per capita (in logs), \( LIFEX60 \) is the initial life expectancy and \( PRIM60 \) is the initial level of primary school enrolment. \( X \) denotes the demographic variable the robustness of which we are interested in measuring, and the \( Z \) variables are chosen from the pool of potential growth covariates in Table 8. For a given pair of \( Z \) variables, an estimate of \( \beta \) is obtained using the sample of 15 EU countries, together with an estimate of the variance of \( \beta \). This is repeated for all possible pairs of \( Z \) variables, and meta-estimates of \( \beta \) and its variance are computed by averaging the estimates obtained over all models. Alternatively, each model can be weighted by its relative likelihood with respect to the sum of likelihoods in all estimated models in order to weigh up those estimates that fit the data better and penalise those that fail to reproduce the cross-country growth patterns of the sample. The results of the robustness exercise are presented in Table 7. It should be noted that, although the single estimates are based only on 15 observations, the meta-estimates are computed using 1275 different estimates of \( \beta \). Notice that the small number of data points for each estimate would tend to bias our results towards finding less robust covariates, which therefore reinforces the evidence of robustness if found. The set of \( Z \) variables, furthermore, also contains demographic variables which could be correlated with our variables of interest. It could be argued in addition that the initial life expectancy variable, which belongs to the group of fixed covariates in the robustness exercise, correlates with age group shares. The potential existence of multicolinearity would also tend to bias our results towards finding no robustness, and should be seen as reinforcing the evidence of robustness.

The first column in Table 7 shows the average estimate of \( \beta \), both weighted by the relative likelihood and unweighted. Column 2 shows the square root of the meta-estimate of the variance of \( \beta \). Column 3 presents the corresponding meta-estimate of the t-ratio for robustness, together with the corresponding level of significance. The fourth column shows the proportion of estimates of \( \beta \) which appeared positive in the full set of estimated models. This figure can be interpreted as measuring the robustness of the estimate if we consider the empirical distribution of actual estimates instead of the asymptotic distribution, which would be the relevant one if we use the meta-estimate of the t-ratio. For positive (negative) meta-estimates, figures higher (lower) than 0.9 (0.1) (indicating more than “90% robustness”) are in bold.
Table 7:
Robustness exercise. Results.

<table>
<thead>
<tr>
<th>Unweighted results</th>
<th>β</th>
<th>σ(β)</th>
<th>t_β</th>
<th>#(β&gt;0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_{15-29}</td>
<td>-0.016</td>
<td>0.022</td>
<td>-0.730</td>
<td>0.064</td>
</tr>
<tr>
<td>n_{30-49}</td>
<td>0.025</td>
<td>0.037</td>
<td>0.656</td>
<td>0.918</td>
</tr>
<tr>
<td>n_{50-64}</td>
<td>0.006</td>
<td>0.021</td>
<td>0.280</td>
<td>0.794</td>
</tr>
<tr>
<td>Δn_{15-29}</td>
<td>0.016</td>
<td>0.014</td>
<td>1.190</td>
<td>0.956</td>
</tr>
<tr>
<td>Δn_{30-49}</td>
<td>-0.044</td>
<td>0.022</td>
<td>-2.053**</td>
<td>0.003</td>
</tr>
<tr>
<td>Δn_{50-64}</td>
<td>-0.003</td>
<td>0.016</td>
<td>-0.200</td>
<td>0.299</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weighted results</th>
<th>β</th>
<th>σ(β)</th>
<th>t_β</th>
<th>#(β&gt;0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_{15-29}</td>
<td>-0.008</td>
<td>0.007</td>
<td>-1.031</td>
<td>0.064</td>
</tr>
<tr>
<td>n_{30-49}</td>
<td>0.023</td>
<td>0.007</td>
<td>3.251***</td>
<td>0.918</td>
</tr>
<tr>
<td>n_{50-64}</td>
<td>0.002</td>
<td>0.007</td>
<td>0.248</td>
<td>0.794</td>
</tr>
<tr>
<td>Δn_{15-29}</td>
<td>0.002</td>
<td>0.005</td>
<td>0.367</td>
<td>0.956</td>
</tr>
<tr>
<td>Δn_{30-49}</td>
<td>-0.028</td>
<td>0.006</td>
<td>4.775***</td>
<td>0.003</td>
</tr>
<tr>
<td>Δn_{50-64}</td>
<td>0.009</td>
<td>0.003</td>
<td>2.532***</td>
<td>0.299</td>
</tr>
</tbody>
</table>

**/*** stands for significance at the 5%/1% level.

The results based on the empirical distribution of estimates indicate a robust positive partial correlation between the initial proportion of the active population in the age group 30-49 and growth and a robust negative partial correlation for the case of the proportion of the active population in the age group 15-29. This is coupled with robust partial correlations with opposite signs of their respective changes in the period. The change in the 50-64 age group appears only robust if the t-ratio in the weighted results is considered. Although the sign of the meta-estimates may at first sight seem puzzling, a closer look at the convergence patterns in the demographic structure across European countries may shed some light on the nature of the relationship between demography and economic growth which is quantified in Table 7. Figure 2 presents the scatterplot of initial size of each age group against its change in the period 1960-1990, together with a regression line. The negative slope of all estimated lines implies convergence within each age group across EU-15 countries. Those countries that started with low proportions of a given age group tended to increase the size of that group, while the opposite is true for countries that started with a high proportion, thus leading to a homogeneisation of the demographic structure across European nations. Against this background, the results presented in Table 7 paint a clear-cut picture of the nature of the effects of demography on economic growth for the sample of EU-15 countries. Countries that started with a relatively low proportion of the workforce in the 15-29 age group—and therefore tended to expand this age group in the period being considered—experienced relatively higher growth rates of GDP per capita. The strong correlations existing among countries and in time for demographic variables imply that this group corresponds with those countries with a high initial proportion of the workforce in the 30-49 age group, and therefore
a low (or negative) change in this age group for the period 1960-1990. The nature of this effect will be studied in depth in the following section.

**Figure 2:**

Table 8:
Potential growth covariates.

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
<th>Source or Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><strong>Equipment Investment.</strong> See Delong and Summers (1991)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td><strong>Number of Years Open Economy.</strong> Index computed by Sachs and Warner (1996)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td><strong>Fraction of Confucius.</strong> Fraction of population that follows Confucius’ religion/Taoism (see Barro 1996)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td><strong>Rule of Law.</strong> See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td><strong>Fraction of Muslims.</strong> See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td><strong>Political Rights.</strong> See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td><strong>Latin American Dummy.</strong> Dummy for Latin American countries.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td><strong>Sub-Sahara African Dummy.</strong> Dummy for sub-Saharan African Countries.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td><strong>Civil Liberties.</strong> Index of civil liberties from Knack and Keefer (1995)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td><strong>Revolutions and Coups.</strong> Number of military coups and revolutions. (Barro and Lee (1995), from now on BL95).</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td><strong>Fraction of GDP in Mining.</strong> From Hall and Jones (1996).</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td><strong>Primary Exports in 1970.</strong> Fraction of primary exports in total exports in 1970. From Sachs and Warner (1996b)</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td><strong>Degree of Capitalism.</strong> Index of degree in which economies favour capitalist forms of production. From Hall and Jones (1996)</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td><strong>War Dummy.</strong> Dummy for countries that have been involved in war at any time between 1960 and 1990. BL93.</td>
<td></td>
</tr>
</tbody>
</table>

*Table to be continued on the next page*
### Table 8 (continued)

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
<th>Source/Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>Absolute Latitude. See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Exch. Rate Distortions. See BL93.</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Fraction of Protestants. See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Fraction of Buddhists. See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Fraction of Catholics. See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Public Investment Share. Investment share as fraction of GDP (BL93).</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Age. Average age of the population. BL93.</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Public Consumption Share. Public consumption minus education and defence as fraction of GDP (BL93).</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Size Labour Force (Scale Effect). See BL93.</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Frac. Pop. Spk. Foreign Language</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Black Market Premium. Log of (1+Black Market Premium). (BL93)</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Growth Rate of Population. Average rate between 1960 and 1990. BL93.</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Ratio Workers to Population. BL93.</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Liquid Liabilities to GDP. Ratio of liquid liabilities to GDP (a measure of financial development). King and Levine (1993)</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Average Years of Primary School. Average years of primary schooling of total population in 1960 (BL 93).</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Political Assassinations. Number of political assassinations. Taken from BL93.</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>S.D. Domestic Credit. Standard deviation of domestic credit 1960-89 (King and Levine (1993)).</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>H*log(GDP60). Product of average years of schooling and log of GDP per capita in 1960. (BL93)</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Fraction of Hindus. See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Avg. Years of Schooling = H. Average years of education of total population in 1960. (BL93)</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Secondary School Enrolment. See BL93</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Index of Democracy 1965. Qualitative index of democratic freedom. From Knack and Keefer</td>
<td></td>
</tr>
</tbody>
</table>

*Table to be continued on the next page*
### Table 8 (continued)

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td><strong>Tariff Restrictions.</strong> Degree of tariff barriers. From BL93.</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td><strong>Free Trade Openness.</strong> Measure of free trade. From BL93</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td><strong>Avg. Years of Higher School.</strong> Average years of higher education in the total population in 1960. (BL 93)</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td><strong>Avg. Years of Sec. School.</strong> Average years of secondary schooling in the total population in 1960 (BL93).</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td><strong>Political Instability.</strong> From Knack and Keefer (1995)</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td><strong>Gov. Education Spending Share.</strong> Public expenditures in education as fraction of GDP (BL93).</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td><strong>British Colony.</strong> Dummy variable for former British colonies. See Barro (1996)</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td><strong>Urbanisation Rate.</strong> Fraction of population living in cities. See BL93.</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td><strong>Growth of Domestic Credit 60-90.</strong> Growth rate of domestic credit 1960-90. Levine and Renelt (1992)</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td><strong>Area (Scale Effect)</strong> Total area of the country. BL93.</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td><strong>Terms of Trade Growth.</strong> Growth of terms of trade between 1960 and 1990. BL93.</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Life Expectancy.</strong> Life expectancy in 1960 (BL93).</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Primary School Enrolment.</strong> Secondary school enrolment rate in 1960. BL93.</td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Sala-i-Martin (1997b)

### 3.3 Demography, Growth and Technology Adoption in the EU-15

The results in Sections 3.1 and 3.2 indicate differential effects of various age groups on economic growth. In this section we will look more deeply at the nature of such effects by empirically analysing the influence of age structure on technology adoption (and, subsequently, on GDP per capita growth) in the EU-15 using a panel setting that spans 55 years (1950-2005). From the point of view of the modelling strategy, we will now deal with interaction effects of age structure and initial development, so as to better understand the nature of the direct and indirect effects that were unveiled in Sections 3.1 and 3.2.

The theoretical setting is kept as parsimonious as possible so as to prevent the analysis from becoming a pure data-mining exercise. In this sense, we specify a simple production function where the distance to the technological frontier (proxied by the ratio of GDP per capita of a given country in a period to the income level of the US) determines the speed of technology adoption. Furthermore, we will hypothesise that the age structure of the economy can have an effect on the technology adoption parameter. This hypothesis will be empirically tested, making use of recent developments in the econometric literature of threshold estimation (see, e.g., Hansen 1996, 2000).
3.3.1 Theoretical and Empirical Setting: Demography and Technology Adoption

Consider a Cobb-Douglas production function with constant returns to scale\(^\text{10}\) and Harrod-neutral technological progress, 

\[ Y(t) = A(t)K(t)^\alpha L(t)^{1-\alpha}. \]

The growth rate of GDP per-capita \((y(t))\) can thus be written as

\[ \Delta \ln(y(t)) = \Delta \ln(A(t)) + \alpha(\Delta \ln(K(t)) - \Delta \ln(L(t))), \]

where \(y(t) = \frac{Y(t)}{L(t)}\). Assume, furthermore, that the change in technology is a function of the distance to the technological frontier, which is proxied by the (log) difference in GDP per-capita between the country in question and the US. This leads to the following discrete version of the specification above that can be estimated,

\[
\frac{\ln y_{i,t+\tau} - \ln y_{i,t}}{\tau} = \lambda (\ln y_{i,t+\tau}^{US} - \ln y_{i,t}^{US}) + \alpha (\ln K_{i,t+\tau} - \ln K_{i,t}) / \tau - \alpha (\ln L_{i,t+\tau} - \ln L_{i,t}) / \tau + \varepsilon_{i,t},
\]

where the variables are growth rates between period \(t\) and period \(t+\tau\) and the error term is in principle formed by a fixed country-specific constant, a time-specific effect and a random i.i.d. shock. We will study the effect of the age structure of the labour force on the absorption of technology, materialised in the parameter \(\lambda\). The idea is to obtain a “demographic radiography” of the countries that have been more (less) successful in catching up with the technological frontier. This will be done by assessing differences in the absorption parameter depending on the demographic structure of the workforce in the sample under study. The models we will implement are therefore of the following type,

\[
\frac{\ln y_{i,t+\tau} - \ln y_{i,t}}{\tau} = \left[ \lambda_1 I(D_{i,t} \leq \phi) + \lambda_2 I(D_{i,t} > \phi) \right] (\ln y_{i,t+\tau}^{US} - \ln y_{i,t}^{US}) + \\
\alpha (\ln K_{i,t+\tau} - \ln K_{i,t}) / \tau - \alpha (\ln L_{i,t+\tau} - \ln L_{i,t}) / \tau + \varepsilon_{i,t}.
\]

(10)

where \(D_{i,t}\) is a demographic variable, \(\phi\) is a threshold value that will be estimated from the data and \(I(x)\) is the indicator function, taking value one if \(x\) is true and zero otherwise.

The estimation of \(\phi\) can be carried out in a relatively simple manner once a demographic variable is chosen as \(D_{i,t}\). If some value for \(\phi\) was set exogenously, equation (10) could be estimated in a straightforward fashion using least squares after identifying the two subsamples which are implied by this threshold value. This estimation can be repeated for values of \(D_{i,t}\) spanning the full range of values which are realised in the sample at hand and an estimate of \(\phi\) can be obtained as the threshold value that minimises the sum of squared residuals across all potential threshold candidates (namely, all values of \(D_{i,t}\) in the sample). The threshold estimate is thus given by

\[ \hat{\phi} = \arg \min_{\{\phi_{i,t}\}} \sum_{t} \sum_{i} \varepsilon^2_{i,t} (\phi = D_{i,t}), \]

In the empirical specification, we also estimated an alternative model without constant returns to scale in the Cobb-Douglas specification, that is, for a production function such as \(Y(t) = A(t)K(t)^{\alpha} L(t)^{\beta}\). An F-test for \(\alpha + \beta = 1\) could not reject the null hypothesis of constant returns to scale, so we keep the assumption throughout the text. Detailed results on the estimates of the general Cobb-Douglas function are available from the authors upon request.
that is, for a given demographic variable, the threshold value is estimated by choosing the cutting point that minimises the sum of squared residuals in a grid search over the realised values of $D_{i,t}$.\footnote{In practice the search is done after trimming some proportion of the observations of the extremes of the empirical distribution of $D_{i,n}$ in order to avoid regimes containing too few variables.} The rest of the parameters of the model can then be estimated conditional on this estimate of the threshold value.

With the estimated model, a test for differential technological adoption parameters corresponding to the different demographic clusters can be implemented by testing the null hypothesis $H_0: \lambda_1=\lambda_2$ against $H_1: \lambda_1\neq\lambda_2$. Such a testing problem is not elementary due to the presence of a nuisance parameter ($\phi$) which is only present under the alternative hypothesis and distorts the asymptotic distribution of the classical F-test. Based on the change-point literature, Hansen (1996) develops a method of testing the null of linearity against the alternative of a specific threshold model, and shows that using a simple bootstrapping procedure, asymptotically correct p-values for the test can be found. In the empirical application we will perform the likelihood ratio test and approximate the distribution of the test statistic under the null hypothesis using bootstrapping methods.

3.3.2 Empirical Implementation and Estimation Results

Table 9 presents the results for the estimation of (10) using different (single) demographic variables as threshold variables. The model is estimated using 5-year averages for the sample of EU-15 countries in the period 1950-2005, that is, $\tau$ is set to be equal to 5 years. The sample is therefore composed of 11 observations per country, leading to a panel formed by 165 observations. The data on GDP per worker for the EU-15 countries are sourced from the Groningen Growth and Development Centre, the growth rate of the capital stock is proxied using investment rates (source: OECD) and the working age population and data on other demographic variables are sourced from the United Nation’s World Population Prospects database.\footnote{Several robustness checks were performed using different sources, such as the World Bank’s World Development Indicators dataset and the Penn World Tables for the economic variables, and the results reported below remained qualitatively unchanged.}

We started modelling the panel using a two-way fixed effect error term, which implies the assumption of different intercepts for each cross-section of the panel and common period dummies for the whole set of EU-15 countries. Using the estimates of the two-way fixed effect model, the null hypothesis of a single intercept could not be rejected for any of the specifications used, so the results presented correspond to models with a single intercept and the full set of common time dummies (which are jointly significant in all specifications tried). We also present the results of a likelihood ratio test for the restriction $\lambda_1=\lambda_2$. As explained above, since the parameter $\phi$ is only identified under the alternative hypothesis of a differential absorption rate depending on the level of $D_{i,t}$, the distribution of the test statistic under the null hypothesis is derived using a bootstrapping procedure in the spirit of Hansen (1996). The demographic variables used alternatively as threshold variables are: the
proportion of the workforce aged 15 to 29 in the initial year of each period (L1529), the proportion of the workforce aged 30 to 49 in the initial year of each period (L3049), the proportion of the workforce aged 50 to 64 in the initial year of each period (L5064), the ratio of L5064 to L1529 (RATIO) and the standard deviation of L1529, L3049 and L5064 (STDV).

The results indicate that, with the exception of STDV, the demographic variables used as threshold variables induce significant differences in the absorption parameters, as tested by the LR test. Given the high correlation among the demographic variables, the message of the estimations for threshold variables L1529, L3049 and L5064 is a relatively similar one: Economies with a relatively low proportion of the workforce in the youngest age group (with the threshold given by the 15th percentile of the distribution of L1529) present insignificant absorption rates, as opposed to economies above the threshold that tend to catch up with the technological frontier. Since L1529 correlates strongly (negatively) with L3049, this result reappears in the estimations using L3049 as a threshold variable, where the countries in the lower regime (defined as below the 74th percentile) profit most from technological absorption. Only economies with a low L5064 (the threshold being the 21st percentile of L5064) present positive and significant absorption parameters. The result is not surprising given the negative correlation existing between L1529 and L5064, and reappears in the estimation using RATIO as a threshold variable.

Table 9: Demographics and catching up.

<table>
<thead>
<tr>
<th></th>
<th>No threshold</th>
<th>L1529</th>
<th>L3049</th>
<th>L5064</th>
<th>RATIO</th>
<th>STDV</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>0.074265</td>
<td>0.053717***</td>
<td>0.069446***</td>
<td>0.064919***</td>
<td>0.056028***</td>
<td>0.07421***</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>0.019006</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\lambda_1)</td>
<td>0.02098***</td>
<td>-0.012542</td>
<td>0.02045***</td>
<td>0.028088***</td>
<td>0.023292***</td>
<td>0.014971***</td>
</tr>
<tr>
<td>(\lambda_2)</td>
<td>-</td>
<td>0.005597(0.009266)</td>
<td>(0.0006187)</td>
<td>(0.00691)</td>
<td>(0.006311)</td>
<td></td>
</tr>
<tr>
<td>(\phi)</td>
<td>-</td>
<td>0.307121(0.423789)</td>
<td>0.230152</td>
<td>0.66527</td>
<td>0.095818</td>
<td></td>
</tr>
<tr>
<td>Percentile</td>
<td>-</td>
<td>0.15</td>
<td>0.74</td>
<td>0.21</td>
<td>0.3</td>
<td>0.69</td>
</tr>
<tr>
<td>LR test</td>
<td>-</td>
<td>10.354646(13.63395)</td>
<td>12.29927</td>
<td>10.23382</td>
<td>2.052007</td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>-</td>
<td>0.022</td>
<td>0.01</td>
<td>0.02</td>
<td>0.028</td>
<td>0.736</td>
</tr>
<tr>
<td>Adj. (R^2)</td>
<td>0.5237</td>
<td>0.5497505</td>
<td>0.558611</td>
<td>0.555026</td>
<td>0.549478</td>
<td>0.526515</td>
</tr>
<tr>
<td>Obs.</td>
<td>165</td>
<td>165</td>
<td>165</td>
<td>165</td>
<td>165</td>
<td>165</td>
</tr>
</tbody>
</table>

Dependent variable: Average annual growth rate of GDP per capita. Panel formed by 5-year periods. Time dummies included in all specifications. P-value for LR test obtained by bootstrapping the test statistic under the null hypothesis using 500 replications.
As a robustness check, the specifications above were also estimated including the corresponding demographic variable as an extra regressor on the right hand side of equation (10). The results concerning the location of the thresholds and the sign and significance of the technology absorption parameter estimates for the different subsamples did not change as compared to those presented in Table 9. Furthermore, the demographic variables did not appear significant as linear regressors in (10). This can be interpreted to indicate that the effect of age structure on growth takes place through its interaction with the relative level of development of the country, and thus could be understood as an effect whose channel to growth is technology absorption.

Countries with a relatively high proportion of the workforce in the youngest age group, which furthermore tend to be economies where the values of L3049 and L5064 are relatively low in the sample, therefore have a significant catching-up towards the technological frontier in store. Figure 3 presents different scatterplots for the values of L1529, L3049 and L5064 in the sample that corroborate the correlations put forward above. The results presented in this section present new insights to the interaction between the convergence process, channeled through technology diffusion, and demography. The demographic structure which facilitates technology adoption according to the regressions presented above can be observed in the classical cohesion countries (Greece, Portugal and Spain) in the first subperiods of our sample and particularly in Ireland for the period starting in 1975. Netherlands and Finland also present age structures in the first part of the period considered that tend to correspond to technology adoption regimes.
Figure 3:
Active population age groups (EU sample, five year periods)
4 Prospective Analysis of the Future Implications of Demographic Change on Economic Growth at EU level

For the prospective analysis it is important to refer to the most parsimonious econometric model that we presented in Section 3.1 of the report in order to reduce uncertainty due to ignorance of the bi-directional causality between economic growth and social infrastructure. Moreover, since population forecasts indicate that continued low fertility and increasing life expectancy will shape the future demography in Europe, it will be important to choose a model specification that takes account of these developments.

4.1 Population-based Forecast of Per Capita Income Growth in EU-25, 2005-2050

The estimated growth model outlined in Section 3.1 of this report is the starting point for the forecasts presented in this section. However, as the model only contains demographic explanatory variables, there are two exceptions, namely the investment rate and the level of GDP per capita in the United States.

The availability of population projections makes it easy to assemble the demographic data needed for the GDP per capita forecast. A different approach is necessary with respect to the non-demographic variables.

In the first step, we re-estimated the model without using the investment rate variable. This deletion shifted the intercept but otherwise had only small effects on the estimated parameters (see Table 10). The increase in the positive effect of the 50-64 group and the strengthening of the negative effect of the 65+ group were in line with what we had found in another study analysing the effect of age structure on investment patterns (Lindh and Malmberg 1999). Thus, we might argue that the model without investment represents a reduced form of the original model.

The second problem to be solved was to make an assumption for the US per capita income level over the forecasting period. Otherwise, the model would be useless, as it is impossible to compute the GAP variable without these data. Our approach was to simply assume a constant growth rate of 1.5% for the per capita income in the United States. This can be taken as a standard assumption and is also in line with an earlier forecast (Malmberg and Lindh 2004).
Table 10: Parameter estimates for a model with and without investment variable.

<table>
<thead>
<tr>
<th>Dep. variable: $\frac{g}{\Gamma}$</th>
<th>Base regression</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full sample: 154 obs</strong>&lt;br&gt;(Old 112 obs)</td>
<td><strong>With investment</strong></td>
<td><strong>Without investment</strong></td>
</tr>
<tr>
<td>Constant</td>
<td>3.478</td>
<td>-1.05</td>
</tr>
<tr>
<td></td>
<td>(0.36)</td>
<td>(0.1)</td>
</tr>
<tr>
<td>$1/\Gamma$</td>
<td>0.015</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>(4.58)**</td>
<td>(5.67)**</td>
</tr>
<tr>
<td>$\ln n_{15-29}$</td>
<td>-0.69</td>
<td>-0.28</td>
</tr>
<tr>
<td></td>
<td>(0.55)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>$\ln n_{30-49}$</td>
<td>-0.40</td>
<td>-0.81</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
<td>(0.53)</td>
</tr>
<tr>
<td>$\ln n_{50-64}$</td>
<td>4.26</td>
<td>4.60</td>
</tr>
<tr>
<td></td>
<td>(3.08)**</td>
<td>(3.36)**</td>
</tr>
<tr>
<td>$\ln n_{65+}$</td>
<td>-2.482</td>
<td>-2.95</td>
</tr>
<tr>
<td></td>
<td>(2.63)**</td>
<td>(2.81)**</td>
</tr>
<tr>
<td>$\ln i$</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.78)</td>
<td></td>
</tr>
<tr>
<td>$\ln(\delta + w)$</td>
<td>-1.432</td>
<td>-1.47</td>
</tr>
<tr>
<td></td>
<td>(1.52)</td>
<td>(1.54)</td>
</tr>
<tr>
<td>$\ln y_0$</td>
<td>-0.468</td>
<td>-0.185</td>
</tr>
<tr>
<td></td>
<td>(0.91)</td>
<td>(0.39)</td>
</tr>
<tr>
<td><strong>adj R$^2$</strong></td>
<td>0.31</td>
<td>0.309</td>
</tr>
</tbody>
</table>

Note: For further details see Table 3, Section 3.1

The source of the population data we used for the forecast was Eurostat, which presents seven different population scenarios for the EU-25 countries:

- a baseline scenario and two variants (one with zero net migration, the other with high fertility),
• a high scenario, in which net migration, fertility, and life expectancy are higher than in the baseline,
• a low scenario, in which net migration, fertility, and life expectancy are lower than in the baseline,
• two modifications of the high and low scenarios, in which “Younger” is the high scenario with shorter life expectancy and “Older” is the low scenario with longer life expectancy.

Figure 4 depicts the projected growth rates of GDP per capita for the baseline demographic scenario (growth rates at selected time periods are summarised in Table 11). The graph shows the long-term downward trend of growth rates, which is mainly due to the negative effect of an increasing share of the old-age population. The fact that there are more people in the 65+ group implies that the growth rate in per worker GDP will decline. Moreover, the GDP per capita decreases when the share of the working-age population declines.

The time pattern of the decline in GDP per capita differs from region to region. The GDP per capita will decrease rather soon (i.e., within the next ten years) in Finland, Sweden, Hungary, the Czech Republic, Malta, Denmark, and the Netherlands. A relatively early onset of the decline will also be noted in France, Belgium, the United Kingdom, Ireland, Slovakia, and Slovenia.

Italy, Germany, Spain, Greece, Portugal, and Poland, will see an acceleration in per capita income growth over the next ten year. In fact, the projection for these countries, as well as for Latvia and Lithuania, is that they will experience a boom in per capita income growth that will peak somewhere around 2015-2025.

Some of the countries that will experience an early decline can expect their growth rates to recover somewhat later on. This holds true, for example, for Sweden, Hungary, and Slovakia, although the recovery will be relatively weak.

Luxembourg and Cyprus are not included since we lack demographic data for the former and initial income for the latter.
Figure 4: Per capita income forecast based on Eurostat’s baseline population projection.
The general trend is that most EU-15 countries can expect to end up with a growth rate around or below 1% per year, whereas the GDP per capita will grow somewhat faster (i.e., between 1.5% and 2.0%) in the new Member States.

The baseline scenario assumes continuously low fertility rates in EU-25. In 2050, the total fertility rate is expected to be 1.85 in Sweden and France, and 1.4 to 1.45 in Spain, Italy, Germany, and Austria. The TFRs of other countries are somewhere in between these two values.

The high fertility scenario assumes that, in 2035, the fertility rate will have increased by 0.3 children per woman relative to the baseline. The effect of this increase on the income growth rate will be rather modest for the period 2005-2050. Initially, there will be a small negative effect on income growth, which will disappear by 2020. After 2035, income will once more grow (around 0.15 percentage points)—though at a somewhat slower pace—in the high fertility scenario. The background for this pattern is an initial increase in the child dependency rate as fertility rises, which lowers the per capita income level for a given level of per worker GDP. When the larger birth cohorts reach working age, this dependency rate effect disappears. However, at a later point in time, the combination of a continued increase in TFR and larger birth cohorts that reach ages where their fertility is high, will further increase the child dependency rate, which in turn, will once more lower the per capita GDP. By 2050, the oldest group of the larger cohorts born as a result of higher fertility will be 45 years of age. It will take until 2050 before they will have become the 50-64 age group and thus have a strong positive effect on per worker GDP growth.

Given that the model we use to predict future growth in GDP associates a negative effect with the 65+ age group, it is clear that an increase in life expectancy will have a negative effect on the income growth rate. The reason is that, in low mortality countries, further reductions in mortality imply lower mortality at higher ages. Thus, the direct effect of lower mortality will mainly be an increase in the 65+ population. According to the model, this will reduce the growth rate of per worker GDP. It will also raise the old-age dependency rate, and hence, depress per capita GDP for a given level of per worker GDP.

Over time, this effect becomes quite substantial. This can be seen by comparing the growth forecasts of the high and younger population scenarios, or those of the older and low scenarios. Within these two pairs of projections, the only difference is the life-expectancy assumption. In both cases, the effect of higher life expectancy is a per capita income growth rate that is about a quarter of a percentage point lower by 2050.

Of course, one should be cautious to interpret this finding. It should be taken as a ceteris paribus result based on the assumption that increased life expectancy has no effect on the economic behaviour of individuals. Research during the past decade, however, has demonstrated that such an assumption is unwarranted. Instead, the longer life expectancy can result in both increased investment in education, increased savings rates, and possibly, a higher optimal rate of retirement. Thus, the forecast negative effects on per capita GDP growth should perhaps be seen as the outcome of a scenario where such adaptations to higher life expectancy are impeded by bad policies.

The different Eurostat scenarios also allow us to evaluate the effects of different migration policies by comparing the baseline with the no-migration scenario. A problem that
arises in this connection is the fact that the baseline makes very different assumptions about
trends in net migration for different countries. Figure 5 shows that Eurostat assumes a strong
decline in net migration for a number of countries, among them Spain, Portugal, Italy, and the
UK. A slower decline is assumed for Germany, France, Greece, Sweden, Austria, Belgium,
Ireland, Denmark, and Cyprus. The countries for which declining net migration is assumed,
thus, include 12 of the EU-15 Member States. The exceptions are Finland, for which Eurostat
assumes net migration, and the Netherlands, which is assumed to experience increasing net
migration.

Increasing net migration is also assumed for all the new Member States except Cyprus.
For Poland, Lithuania, Latvia, and Slovakia this implies that net out-migration countries will
become net immigration countries. The scenario for Poland is particularly dramatic.

In general, the zero migration scenario has a relatively strong negative effect on the per
capita income growth rate for countries whose net migration is currently positive. This effect
is especially pronounced for Spain, Austria, Italy, and Slovenia. In these countries, zero
migration would imply about 3% lower GDP per capita in 2050. For Ireland, Greece,
Germany, and the Netherlands the effects are somewhat smaller. For Portugal, Belgium, and
the United Kingdom the negative effect of zero net migration would even be weaker. No
migration would, however, be an advantage for Poland, since this would deplete its workforce
to a lesser extent.

The forecasts presented above imply negative, but not catastrophic effects of population
ageing on per capita GDP growth rates. Moreover, analysis of the growth forecasts based on
different population scenarios shows that forecast outcomes are not very sensitive to different
demographic assumptions. However, restricting immigration could only be done at the price
of a somewhat lower per capita income growth.

If we turn our attention from per capita growth rates to growth rates of total GDP, the
differences between the population scenarios become more substantial, because high positive
net migration and high fertility imply higher growth rates for the working-age population.
Since the per worker growth rates do not differ substantially between the scenarios,
differences in the growth rate of the working-age population become an important factor.
Figure 5:
Net migration to the EU countries according to Eurostat’s baseline projection.
This is clearly shown in Figure 6. Over the next 15 years, the differences are not very large, but at the end of the forecasting period, the average GDP growth rate in the high fertility scenario, for example, is more than twice as high as in the older scenario.

Higher GDP growth is important for two reasons. First of all, it has an effect on the total market size that EU-25 will represent in the future. If total demand increases slowly, this may have a negative effect on the demand for investment, and possibly depress the value of European capital stock. Secondly, slower GDP growth implies slower growth in government revenues, and this may have adverse effects on the fiscal balance of European governments.

Thus, the conclusion is that it will be difficult to avoid a decline in GDP growth rates, but that this decline will be more severe in demographic scenarios with slow or even negative rates of work force growth. It is therefore advisable to introduce policies aimed at ensuring an expansion, or at least non-negative growth, of the working-age population. Preferably, such policies should encourage immigration and aim at restoring fertility rates to near-replacement level.

Figure 6:
Average GDP growth in EU-25 for different population scenarios.
The Relationship Between Demographic Growth and Economic Change

Table 11: Average annual five-year GDP growth rate based on Eurostat’s baseline, high and low population projection, by starting year.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Variant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country</td>
<td>Year</td>
</tr>
<tr>
<td>FR</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>AT</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>BE</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>CZ</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>DE</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>DK</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>EE</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>ES</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>FI</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>GR</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>HU</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>IE</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
<tr>
<td>IT</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>2030</td>
</tr>
<tr>
<td></td>
<td>2045</td>
</tr>
</tbody>
</table>

Table to be continued on the next page
4.2 Comparison with EU Long-Run Projections

In this section, we compare the results presented in Section 4.1 with the findings of the European Policy Committee (EPC) report (2005, Section 3.3) on age-related expenditures. First, we shall briefly discuss the underlying assumptions and the methodology used in this report.

**Background and general approach**

Labour productivity is defined as output per worker. The ‘production function approach’ is used ‘to calculate potential output over the long run using established time series methods to extrapolate short-term developments and a combination of reasonable ad hoc assumptions for the longer-run’ (EPC, p. 74). Furthermore, the production function allows us to assess the
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main components of labour productivity, TFP and capital stock per worker. Based on historical US and EU-15 labour productivity growth, all countries are supposed to converge to an output per worker growth rate of 1.7% at the end of the projection.

Specific assumptions regarding the underlying population projections

The population projections underlying the EPC projections of age-related expenditure for the EU-25 Member States were provided by Eurostat with close involvement of the national statistical institutes. These institutions together provided a common AWG scenario\(^{14}\) population projection for the period 2004 to 2050 which is based on the baseline scenario of EUROPOP 2004 (see Eurostat, 2004b, 2004c, and 2004d) but with adjustments for some of the Member States under consideration.

The assumptions underlying the EPC projections of age-related expenditures are the same as in the baseline scenario of EUROPOP 2004. Hence, there is no assumption on convergence in fertility rates among the EU-15 Member States but most of them (EU-10) are assumed to converge toward the EU average with respect to mean age at childbearing. Fertility assumptions for the EU-15 take into consideration postponement and recuperation of childbearing. This is achieved by extrapolating observed cumulated fertility at certain ages.

The assumptions on life expectancy at birth remained unchanged for the EU-10 Member States but for the EU-15 the AWG scenario differs from the EUROPOP 2004 projections where the observed trends of decreasing mortality rates from 1985 to 2002 are assumed to continue until 2018 while from 2019 to 2050 these trends are assumed to slow down. For the EU-10 countries the speed of mortality improvements was assumed to converge towards the average patterns of improvements in the EU-15. In the baseline scenario of EUROPOP 2004 countries initially experiencing a life expectancy above average may drop below average and vice versa. Therefore, in the AWG scenario a moderate convergence in life expectancy at birth is also assumed for the EU-10.

The assumptions regarding net migration are the same as in the EUROPOP 2004 projections for all EU Member States except Germany, Italy, and Spain. The net flows to Spain have not been changed but the age structure of migrants was slightly modified. For Germany and Italy not only the underlying age structure but also the number of migrants was adjusted.

For Germany the net inflows are higher than in the EUROPOP 2004 projections for the whole projection period; for Italy the net inflow assumed in the AWG scenario in 2004 is lower while from 2010 onwards it is always higher than in the EUROPOP 2004 baseline scenario.

Specific assumptions on the components of the production function in the short to medium term (2005-2009)

Historical data and existing short-term forecasts for 2005-2006 allow us to calculate TFP trends, which are then forecast for 2007-2009 by stochastic trend methodology. Investment

\(^{14}\) EPC Working Group on Ageing Populations (AWG)
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into potential GDP is an exogenous variable whose projection for 2007-2009 is based on an autoregressive process.

Specific assumptions on the components of the production function in the longer run (2010-2050)

The projections presented in the EPC report are based on the assumption of long-term convergence of labour productivity across countries. Whether this convergence takes place in terms of growth rates or absolute levels of labour productivity is a key issue. The empirical literature does not provide evidence of convergence in absolute levels. Consequently, the EPC projections assume convergence with respect to growth rates. However, the absolute level of labour productivity has an impact on the speed of convergence and on the need for specific TFP growth adjustments required in countries with low initial levels of TFP. Furthermore, TFP projections could quickly converge to the same growth rate. Average hours worked per person are supposed to be constant after 2010.

TFP: the key driving force of labour productivity growth at the end of the projection horizon

Assumptions about TFP are the most important element, because, in the long run (2010-2050), growth in labour productivity broadly equals TFP growth divided by the labour share. It is assumed that “TFP growth rates will converge to 1.1% by 2030 for all EU-15 Member States, with different speeds of convergence for individual Member States depending on the gap in TFP levels” (EPC, p. 79). TFP is supposed to be exogenous, neglecting some possible influences of ageing populations. Increasing participation rates, for instance, may result in an increasing share of workers with less skills or work experience as opposed to a projected rise in educational attainment.

Capital formation: transition to steady state

Up to 2009, capital stocks are derived from the extrapolated and thus broadly constant ratio between investment and GDP. Afterwards, the constant capital to labour ratio assumption is gradually introduced after a linear adjustment. Eventually, the capital to labour ratio in efficiency units is supposed to be constant from 2030–50.

Main results of baseline projections

Whereas Table III.2 in the EPC report shows annual average labour productivity growth rates, Tables III.4 and III.5 show the growth rates of its determinants, i.e., TFP and capital deepening. While productivity in the EU-15 grows by 1.3% each year in the period 2004-10, it increases to 1.9% in 2011-20, decreases to 1.8% in 2021-30 and rests at 1.7% in the three following periods from 2031 to 2050. In the total period 2004-50, labour productivity growth is supposed to be 1.7%. Projected GDP per capita growth rates in period averages are presented in Table III.6 of the EPC report. GDP per capita growth rates decline from a growth rate of 1.9% during the intervals 2004-10 and 2011-20 to a growth rate of 1.4% in 2021-30,
and 1.3% in 2031-40. Afterwards, they increase to a growth rate of 1.6% in 2041-50 and account for 1.6% in the total period 2004-50.

In Table 12 we contrast the growth rates of GDP per capita in terms of average annual growth rates as reported in the EPC report (Section 3.3, Table III.6) with the findings presented in Section 4.1 of our report. Since the EU projections are based on the assumption of convergence, albeit in terms of labour productivity, the annual growth rate of GDP per capita reaches 0.6 in all countries in the period 2041-2050. Thus, our projections (see Section 4.1) exhibit more heterogeneity among countries and more fluctuations during the projection period. Moreover, our projections with respect to the annual growth rates are, in general, slightly more optimistic—in particular with respect to the next two decades—than the EU projections and exhibit more pronounced fluctuations.

Table 12: Annual growth rate of GDP per capita, EU projections vs. projections as discussed in Section 4.1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>1.88</td>
<td>1.77</td>
<td>1.96</td>
<td>1.75</td>
<td>1.33</td>
<td>1.00</td>
<td>1.04</td>
<td>1.09</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>2.07</td>
<td>2.03</td>
<td>1.92</td>
<td>1.58</td>
<td>1.29</td>
<td>1.08</td>
<td>1.00</td>
<td>0.98</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>0.30</td>
<td>0.60</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyprus</td>
<td>1.10</td>
<td>1.30</td>
<td>1.10</td>
<td></td>
<td></td>
<td></td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>5.12</td>
<td>3.17</td>
<td>1.96</td>
<td>1.88</td>
<td>2.18</td>
<td>2.47</td>
<td>2.11</td>
<td>1.36</td>
<td>1.38</td>
</tr>
<tr>
<td>Denmark</td>
<td>2.51</td>
<td>1.97</td>
<td>1.78</td>
<td>1.69</td>
<td>1.43</td>
<td>1.23</td>
<td>1.18</td>
<td>1.19</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estonia</td>
<td>3.53</td>
<td>3.23</td>
<td>3.23</td>
<td>2.85</td>
<td>2.55</td>
<td>2.47</td>
<td>2.53</td>
<td>2.55</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>2.80</td>
<td>2.10</td>
<td></td>
<td></td>
<td>1.30</td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Finland</td>
<td>2.81</td>
<td>1.90</td>
<td>1.43</td>
<td>1.26</td>
<td>1.08</td>
<td>1.05</td>
<td>1.18</td>
<td>1.24</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.50</td>
<td>0.60</td>
<td>0.60</td>
<td></td>
<td>0.60</td>
<td></td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>France</td>
<td>2.04</td>
<td>1.88</td>
<td>1.79</td>
<td>1.49</td>
<td>1.28</td>
<td>1.03</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td></td>
<td>0.60</td>
<td></td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Germany</td>
<td>1.80</td>
<td>1.95</td>
<td>2.21</td>
<td>2.05</td>
<td>1.39</td>
<td>1.05</td>
<td>1.05</td>
<td>1.18</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.40</td>
<td>0.60</td>
<td>0.60</td>
<td></td>
<td>0.60</td>
<td></td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Greece</td>
<td>1.97</td>
<td>2.27</td>
<td>2.36</td>
<td>2.49</td>
<td>2.47</td>
<td>2.09</td>
<td>1.75</td>
<td>1.35</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>1.20</td>
<td>1.00</td>
<td>0.70</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Hungary</td>
<td>4.43</td>
<td>3.79</td>
<td>2.35</td>
<td>2.02</td>
<td>2.12</td>
<td>2.63</td>
<td>2.39</td>
<td>1.74</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>1.50</td>
<td></td>
<td></td>
<td>1.10</td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.70</td>
<td>1.58</td>
<td>1.62</td>
<td>1.60</td>
<td>1.50</td>
<td>1.38</td>
<td>1.17</td>
<td>0.99</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>1.00</td>
<td></td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Italy</td>
<td>1.76</td>
<td>1.72</td>
<td>1.98</td>
<td>2.17</td>
<td>1.89</td>
<td>1.35</td>
<td>1.02</td>
<td>0.83</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>0.60</td>
<td></td>
<td></td>
<td>0.60</td>
<td></td>
<td>0.60</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Latvia</td>
<td>3.56</td>
<td>3.10</td>
<td>3.47</td>
<td>3.33</td>
<td>2.96</td>
<td>2.71</td>
<td>2.71</td>
<td>2.69</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td>3.40</td>
<td>2.60</td>
<td></td>
<td></td>
<td>1.40</td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Lithuania</td>
<td>3.38</td>
<td>3.38</td>
<td>3.70</td>
<td>3.48</td>
<td>2.77</td>
<td>2.25</td>
<td>2.17</td>
<td>2.37</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>2.70</td>
<td>2.00</td>
<td></td>
<td></td>
<td>1.30</td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Malta</td>
<td>5.50</td>
<td>4.35</td>
<td>2.52</td>
<td>1.61</td>
<td>1.17</td>
<td>1.49</td>
<td>2.03</td>
<td>2.04</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.80</td>
<td></td>
<td></td>
<td>0.90</td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Poland</td>
<td>5.26</td>
<td>5.45</td>
<td>3.57</td>
<td>2.17</td>
<td>1.86</td>
<td>2.26</td>
<td>2.69</td>
<td>2.38</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>1.40</td>
<td>1.30</td>
<td></td>
<td></td>
<td>1.10</td>
<td></td>
<td>0.70</td>
<td></td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table to be continued on the next page
### Table 12 (continued)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>2.41</td>
<td>2.62</td>
<td>2.71</td>
<td>2.61</td>
<td>2.43</td>
<td>2.21</td>
<td>1.82</td>
<td>1.32</td>
<td>1.01</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.80</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>Slovakia</td>
<td>5.58</td>
<td>5.14</td>
<td>3.47</td>
<td>2.52</td>
<td>2.25</td>
<td>2.42</td>
<td>2.32</td>
<td>1.78</td>
<td>1.52</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>1.60</td>
<td>1.50</td>
<td>1.20</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>Slovenia</td>
<td>3.39</td>
<td>3.32</td>
<td>2.62</td>
<td>2.14</td>
<td>1.91</td>
<td>1.88</td>
<td>1.82</td>
<td>1.49</td>
<td>1.19</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>2.10</td>
<td>1.60</td>
<td>1.10</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>Spain</td>
<td>1.36</td>
<td>1.91</td>
<td>2.31</td>
<td>2.49</td>
<td>2.28</td>
<td>1.77</td>
<td>1.27</td>
<td>0.82</td>
<td>0.73</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>Sweden</td>
<td>2.40</td>
<td>1.47</td>
<td>1.37</td>
<td>1.47</td>
<td>1.44</td>
<td>1.25</td>
<td>1.10</td>
<td>1.09</td>
<td>1.35</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.70</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>2.60</td>
<td>2.10</td>
<td>2.08</td>
<td>1.74</td>
<td>1.39</td>
<td>1.15</td>
<td>1.13</td>
<td>1.25</td>
<td>1.44</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2.17</td>
<td>1.78</td>
<td>1.76</td>
<td>1.74</td>
<td>1.44</td>
<td>1.16</td>
<td>1.10</td>
<td>1.20</td>
<td>1.28</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.80</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
</tbody>
</table>

**Note:** The first row for each country represents the projections as summarised in Section 4.1, while the second row depicts the EU projections. Due to data limitations, projections for Cyprus and Luxembourg are missing in the projections of Section 4.1.
5 Summary and Discussion

Over the last few years there has been an increasing awareness of a direct influence of population age structure on the macroeconomy and in particular on economic growth. In this report we provide a review of the recent literature that links changes in the demographic structure to economic growth and introduce three new empirical growth regressions for the EU-15 countries over the last decades (1950-2005). Since we identify demographic age structure as an important and robust determinant (with respect to the inclusion of various economic variables) of past economic growth rates it is straightforward to include demographic forecasts when projecting economic growth rates. Compared to forecasts of economic and social indicators (that also determine past economic growth rates), the age structure is relatively easy to forecast during the next two to three decades. We therefore choose one of our empirical estimations to conduct a prospective analysis of the future implications of demographic change on economic growth for the EU-25 countries up to 2050.

Though the neoclassical growth model by Solow (1956) predicts a negative correlation between population and economic growth, studies based on cross-country data found an insignificant effect of population growth in empirical growth regressions. With the work of Barro (1991), who introduced demographic variables into “convergence” models of economic growth, and the use of pooled time series methods, the role of demographic variables could be empirically verified. In general, fertility, population growth and mortality turned out to be negatively and population size and density to be positively related to per capita output growth. In growth equations with the growth rate of the total population as the only demographic variable, however, population growth turned out to have still no effect on economic growth. During the last decades several authors have indicated that demography indeed matters but what must be abandoned is the assumption of a constant age distribution of the population as it is implicitly assumed in most economic growth regressions. Once one considers the age structure of the population, empirical growth regressions indicate a significant and robust correlation between demographic change and economic growth. As nicely summarised by Kelley and Schmidt (2005, p. 277), “What has changed with the evolution of modeling in the 1990s is a clearer interpretation of the channels and sizes of demographic changes on the economy”.

In Section 2.2 of the report we review the concept of the demographic transition and its implications for economic growth. Although industrialised countries have passed the “classical” demographic transition of decreasing mortality rates followed by a decline in fertility some time ago, the baby boom and bust period in the post-WWII period confers similar demographic dividends as in developing countries nowadays. In industrialised countries the demographic change in the period after World War II first led to a demographic dividend (starting in the 1970s in the industrialised countries) when the baby boom generation entered the labour market because the growth rate of population was slower than the growth rate of the working age population. Indeed, this demographic dividend has recently been termed the “first demographic dividend” since there might be yet a second demographic dividend when the population ages. The first demographic dividend can be decomposed into an accounting and a behavioural effect. While the former denotes the difference in the growth
rates of working and total population, the latter focuses on the role of demographic change for the output-per-worker ratio (often termed the productivity component). Demography may affect the productivity component through its impact on savings, investments, human capital formation, technological change, etc. In Section 2.3 of the report we review one of the key arguments in the literature on economic and demographic change: the link between savings, economic growth and demographic change. Since fertility will continue to decline, a demographic burden is foreseen as the growth rate of the working age population will fall short of the growth rate of the total population. However, as argued by Mason (2005) this demographic burden may result in a second demographic dividend. The second demographic dividend denotes the increase in the wealth to output ratio that may result as a consequence of increased savings as caused by higher life expectancy and lack of labour income in retirement.

An important distinction in recent economic growth regressions that test for demographic effects is the distinction between the productivity component (output per worker) and the translational component (the difference in the growth rate of workers and total population). In Section 2.4 we review this decomposition based on the paper by Kelley and Schmidt (2005). We also present the evolution of the accounting effect for the EU-25. Among western European countries we find the peak of the positive accounting effect during the 1980s, while the accounting effect will turn negative during the 2030s. A similar but more volatile pattern can be found for the Nordic countries where the baby boom took place during different time spans. For southern European countries we find a similar but much less pronounced pattern as recorded for the western European countries. The ten new EU member states in central and eastern Europe have not experienced a similar baby boom phenomenon and hence did not profit from the same positive accounting effect as the EU-15 countries. Up through 2010 the accounting effect is rather erratic and for some countries negative most of the time. Starting in 2010 most of the new EU-10 countries will experience a positive accounting effect.

To test whether demographic structure also plays a role for output per worker (in addition to the accounting effect), economic growth regressions that include demographic variables as important explanatory factors were tested. Most of the literature applies the framework of the convergence model where the growth rate of output per worker is modelled to be proportional to the gap between the logarithms of the current and the long-run level of output per worker. The growth rate is assumed to be constant, while the steady-state equilibrium of output per worker is modelled to be country- and time-specific and to depend on country-specific characteristics. In Section 2.6 of the report we review recent studies on the empirical testing of demography and economic growth. Although the setup of the models (with respect to the choice of explanatory variables and time periods) and the methods of estimation (cross-country vs. panel regressions) differ, the results of the various studies are generally compatible. An important finding of the review paper by Kelley and Schmidt (2005) is the fact that the growth rate of the working age population has a positive effect on the growth rate of output per worker, i.e., the growth rate of the working age population not only determines the accounting effect but also influences the behavioural component (the productivity term). Among the various demographic variables introduced, only the youth dependency ratio turned out to be significant. Evaluating the role of demography, Kelley and
Schmidt (2005) find that for Europe the accounting effect was exhausted in the 1970s while
the youth dependency ratio had a strong positive effect on the growth rate of output per
worker during the 1970s and 1980s. Among the other explanatory variables included, Kelley
and Schmidt note that human capital (as measured by life expectancy and education) was
strongly growth-inducing over periods and regions while financial and political components
had more ambiguous impacts. Similar findings as in Kelley and Schmidt have been obtained
by other authors as well. Bloom and Williamson (1998) found a positive effect of the growth
rate of the economically active population on output per capita growth. Unlike Kelley and
Schmidt, they applied cross-country regressions as opposed to panel data methods. Moreover,
the fact that Bloom and Williamson choose output per capita instead of output per worker as
their dependent variable implies that their demographic effect coefficients cannot distinguish
between the accounting and behavioural effects. As an alternative demographic representation
they choose the growth rate of the young and the elderly population and find out that the
former affects economic growth significantly negatively while the latter does so without
significance. In their final assessment they note that population dynamics explain almost
20 per cent of the growth observed in Europe over the time period 1965-1990. Kelley and
Schmidt arrive at similar estimates since they note that core demographic variables account
for 24% of the variability in the growth rate of output per capita for Europe over the time span
demography may influence growth: through the labour force and through savings and
investment. For East Asia they show that the total demographic impact on economic growth
can be decomposed into an effect through the labour force and one through investment in the
relation of 6:10. An important aspect taken up in the paper by Bloom and Canning (2001a) is
the problem of reverse causality, i.e., how demography and economy are affecting each other
over time and how this relationship changes over time. In addition to the channels previously
mentioned (labour force and savings), the authors add a third channel through which
demography may affect economic growth: educational enrolment and human capital. The
authors propose a systems approach where demography, output and capital accumulation are
endogenous variables, influencing each other in both directions and where changes to
exogenous factors such as politics will have repercussions for all endogenous variables.
Consequently they estimate economic growth regressions for the period 1965-1990 applying
an instrumental variable approach to account for endogeneity of the regressors. Their findings
are in accordance with those of Kelley and Schmidt and Bloom and Williamson since they
also find that population growth is not significant alone but becomes so after introducing
working age growth. Interestingly they find that education loses its significance once
demographic factors are accounted for. Moreover they find a significant interaction between
demographic variables and policies. Good policies lead to higher growth and the impact of
demographic change is greater when institutions are of higher quality. They even argue that
the interaction of faster demographic transition and better economic policy in East Asia can
account for 40% of the growth differential between East Asia and Latin America. One of the
most comprehensive surveys is the RAND study by Bloom, Canning and Sevilla (2003b)
which includes case studies on the role of the demographic transition for economic growth for
aggregate world regions. In their conclusions the authors stress that open economies, flexible
labour force and modern institutions assure that a country can reap the demographic dividend. So far, most of the studies apply either cross-country or panel data regressions to a sample of countries of all world regions. In a recent paper by Beaudry and Collard (2003) only the richest industrialised countries are considered (allowing for the assumption that all countries are affected by the same technological factors) and cross-country growth regressions are run for two different periods: 1960-1974 and 1975-1997. Similar to the other studies, the most important variable assigned to capture demographic influences is the annual average growth rate of the working age population. The main finding of the paper is that the growth rate of the working age population is insignificant for the first period and significant and negatively correlated to economic growth for the second period. The authors offer a theoretical model and explain their results by the fact that during the second period countries with lower growth rates of the working age population could adopt capital-intensive technologies more quickly since they needed fewer resources to endow workers with capital. While most of the studies use either the growth rate of the dependent or working age population or dependency ratios as core demographic variables that influence economic growth rates, Feyrer (2004) takes the internal demographic composition of the workforce into account. As additional demographic control factors he also includes the dependency ratio. His findings indicate that the share of workers aged 40-49 is associated with higher output while the dependency ratio has no significant influence. A decomposition of output into three components furthermore yields that demographic change mainly affects the productivity channel while demographic regressors are jointly insignificant in the regressions of capital output ratios and human capital (i.e., the other two components). As the review of the various empirical studies indicates, one of the most robust demographic variables that is positively and significantly linked to output per worker growth in most of the studies is the growth rate of the working age population. Combined with the fact that the growth rate of the working age population also positively affects the accounting effect, the overall demographic role of the working age population for economic growth is even higher. A similar consistent finding can be verified for the youth dependency ratio. If added as an additional demographic regressor it turned out to be significant and negatively related to economic growth in most of the studies. The overall conclusion from this review is that independent of the method applied and independent of the set of additional control variables considered, the important role of the growth rate of the working age population and the youth dependency ratio is robust. Many authors have noted the importance of the policy and social environment and its interaction with demographic changes as an important determinant of long-run economic growth.

We conclude our review by a brief summary of alternative specifications of age structure effects used in the literature in Section 2.7 of our report. While the pioneering work of Fair and Dominguez (1991) aimed at a full representation of the age structure, recent studies mostly apply aggregate measures of age structure such as the growth rates of specific age groups or dependency ratios. As noted in the paper by Bloom and Canning (2001b) one should start with a rather flexible representation of the age structure and test the level of aggregation that is appropriate. In particular, as the authors stress, the optimal age structure representation will depend on the specific problem considered (e.g., whether one aims to explain savings or output growth rates). Moreover, based on theoretical models of economic-
demographic developments a non-monotonic age representation might be adequate. In a recent contribution, An and Jeon (2006) have indeed verified an inverted U-shape relationship between the share of the elderly and economic growth as well as between the old-age dependency ratio and economic growth.

The focus of the current report is Section 3 where we introduce three new empirical studies that model economic growth in the EU and its relation to changes in the demographic structure over the past six decades. The three empirical exercises in Section 3 are meant to provide us with a deep understanding of the effects of demographic factors on growth, as well as the nature of the interaction between demography and development. In this sense, we carried out different empirical studies which highlight selected channels of the effect of demography on growth.

In Section 3.1 of the report we replicate a previous study of economic growth and demographic structure (that was based on OECD data and limited to the period 1950-1990, Lindh and Malmberg 1999) for the EU-15 and a longer available time series: 1950-2005. The empirical approach is based on a human capital augmented Solow model. Other than in the framework of Mankiw, Romer and Weil (1992) we assume that technology is different across countries and we postulate a convergence of technology levels to an exogenous world technology. In sum, our results are similar to our previous findings for the OECD and the shorter time period. By applying a more detailed age structure we find that it is again the 50-64 age group that positively contributes to economic growth. Depending on the period length the negative emphasis may be either on the young (for 10 year periods) or the old (for annual data). These results were robust to a set of sensitivity tests where we controlled for endogeneity of the regressors. Demographic variables seemed to be strengthened in the instrumental variable regressions. One exception was the younger part of the age structure that was more sensitive to different controls, specifications and instruments. This may be explained by the fact that the young age groups are less predetermined and more likely to be affected by endogeneity bias. While the negative effect on growth of a large old-age population and a large young population, respectively, fits well with conventional ideas, the positive middle-age effect is more surprising. As we argue in our report, these age effects may support our hypothesis that for convergence highly educated youngsters drive the absorption process while mature adults drive the mature productivity process. Although we cannot identify the validity of our hypothesis, the age-growth relations we uncover at least do not refute this young-old complementarity that may also be present in the labour market due to their different skill profiles. As we argue in the report, these results imply that changing proportions of different age groups in the workforce require changes in labour market institutions and policies in order to take advantage of different types of growth opportunities. However, it is not only the composition of the labour supply that will change. The change in the composition of demand and supply of capital as the age structure changes will have an impact on economic growth as well. Most importantly it must be kept in mind that the exact nature of the various mechanisms proposed behind these correlations needs to be studied with micro data.

In Section 3.2 we test whether demographic variables like proportions in different age groups and their change over time are robust determinants of long-run economic growth in the
EU-15 by taking into account the variation in parameter estimates depending on the set of variables which is controlled for in the regressions. Several approaches can be used to test the robustness of the various explanatory variables to changes in the set of controls used in the growth regression. The literature on measuring the robustness of growth determinants tends to rely on extreme bound analysis, or on other techniques based upon the same methodology. The rationale to this approach is to obtain the estimates of the parameter attached to a given explanatory variable for all possible combinations of other potential controls available. A level of robustness for the variable under study can then be obtained by evaluating the full distribution of all these estimates. Several refinements of this methodology, including the use of Bayesian techniques (Bayesian averaging of classical estimates, BACE) and nonlinear regression models with threshold effects have recently been developed. We implemented a robustness exercise in our piece of research in order to evaluate the robustness of demographic variables as growth determinants in Europe for the period under study. Through the robustness analysis we identified the key demographic variables that were related to economic growth during the period 1960-1990. Our results based on the empirical distribution of estimates indicate a robust positive partial correlation between the initial proportion of the workforce in the 30-49 age group and economic growth and a robust negative partial correlation for the proportion of the workforce in the 15-29 age group. These results are coupled with robust partial correlations with opposite signs of their respective changes in the period. Compared to the study in Section 4.1 the results on the demographic variables are similar although the hump-shaped pattern of the age effects has shifted to the left. It is now the middle age group of 30-49 (as also identified by Feyrer 2004) and not the 50-64 age group that is significantly positively linked to economic growth. This, however, implies that in the middle of the period (15 years later) the 45-64 age group represents the initial 30-49 age group. The results for the young age group are similar. Thus the results are actually completely compatible with the first study. However, as previously shown by Lindh and Malmberg (2004) and several other authors, the hump-shaped pattern of the age structure effects does shift to the right as life expectancy increases. Since increases in life expectancy are to be expected with certainty for the future we opted to take our results from our first study as the baseline for forecasts we presented in Section 4 of this report. The results for the young age group are similar. It may well be that the different time periods (we restricted our sample to three decades in Section 3.2) as well as the different method (we applied cross-country regressions in Section 3.2 as opposed to panel data methods as applied in Section 3.1) can partly explain the different results with respect to the middle age groups. However, as previously shown by Lindh and Malmberg and several other authors, the hump-shaped pattern of the age structure effects may shift to the right as life expectancy increases. Since increases in life expectancy are to be expected with certainty in the future, we opted to take our results from Section 3.1. as the baseline for the forecasts we present in Section 4 of this report.

While Sections 3.1 and 3.2 indicate differential effects of various age groups on economic growth, in Section 3.3 of this report we investigated the nature of such effects by empirically analysing the influence of age structure on technology adoption (and, subsequently, on GDP per capita growth) in the EU for a panel setting from 1950 to 2005. Our estimates are based on the convergence model and we additionally assume that the
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distance to the technological frontier determines the speed of technology adoption. We then
test whether the age structure of the economy can have an effect on the adoption parameter.
This hypothesis has been empirically tested making use of recent developments in the
econometric literature of threshold estimation. The demographic variables used are the
proportion of the workforce aged 15-29, 30-49 and 50-64, respectively, in the initial year of
each period, the ratio of the age groups 50-64 to 15-29 and the standard deviation of the three
workforce age groups. While our results do not indicate any significant effects for the
variables measuring the standard deviation of age groups, we find that economies with a
relatively low proportion of the workforce in the youngest age group present insignificant
absorption rates, as opposed to economies above the threshold, which tend to catch up with
the technological frontier. For the other age groups (that are of course closely correlated with
the youngest age group) we find that countries in the lower regime of the 30-49 and the 50-64
age groups have positive and significant absorption parameters. We find similar results for the
ratio variable. These results support our hypothesis that for convergence it is highly educated
youngsters who drive the absorption process, while mature adults drive the mature
productivity process. Inclusion of demographic variables as extra regressors did not change
the results concerning the location of the thresholds and the sign and significance of the
technology absorption parameter estimates. However, the demographic variables did not
appear significant as linear regressors. This can be interpreted to mean that the effect of age
structure on growth in this case takes place through its interaction with the relative level of
development of a given country, and thus might be understood as an effect whose channel to
growth is technology absorption.

In Section 4 of the report we apply our econometric setup of Section 3.1 to forecast
economic growth rates for EU-25 assuming population forecasts as provided by EUROSTAT.
For all countries we find that the long-term trend in the growth rates is downward, which is
caused by the negative effect of an increasing share of the old-age population. However, the
time pattern of this decline differs between regions. Applying the baseline scenario of the
population projections, the general trend is that most countries in EU-15 can expect to end up
with a growth rate around or below 1% per year, whereas the new member states can expect a
somewhat faster annual growth, between 1.5 and 2.0%. Applying alternative population
projections we find almost no effect on projected income growth rates for the high-fertility
scenario since it is only after 2050 that the bigger birth cohorts will enter into the 50-64 age
group and have a strong positive effect on per worker GDP growth. An increase in the life
expectancy by increasing the share of the 65+ age group will have a negative effect on income
growth rates. However, all these results are to be understood as ceteris paribus results where it
is assumed that increased life expectancy has no effect on the economic behaviour of
individuals. A comparison of the baseline and the no-migration scenario indicates that a zero
migration scenario has a relatively strong negative effect on per-capita income growth for
countries that today have a positive net migration. While economic forecasts are not very
sensitive to different demographic assumptions when we consider per capita GDP growth
rates, differences between the population scenarios become more substantial when we
consider total GDP growth rates.
In Section 4.2 of the report we compared our projections with the EUROSTAT productivity forecasts (EPC 2005) for the baseline population projections. Our results exhibit more heterogeneity among countries and more fluctuations during the projection period. Moreover, our projections with respect to annual growth rates are in general slightly more optimistic—in particular with respect to the next two decades—than the EU projections and exhibit more pronounced fluctuations.

Summing up, our report supports the argument that demographic factors matter for economic growth just as much as, or sometimes even more than, the factors commonly stressed in the growth literature, such as technological change, innovation and political/institutional explanations. At the very least this indicates that any economic growth study which does not control for heterogeneity is very likely to suffer from omitted variables bias. Most importantly, through a series of sensitivity tests we found that demographic effects turned out to be extremely robust, independent of the economic variables included and the specific method (cross-country vs. panel data regressions) applied. We found a significant hump-shaped pattern for the workforce age structure on economic growth. The peak of this hump, however, seems to be sensitive to the time period on which the estimates are based. By including more recent time periods it seems that the peak of the hump-shaped age pattern moves to the right. The potential role of demographic variables is doubtlessly the fact that they are better measured and more well-defined and suffer from less endogeneity problems (except possibly the younger age groups). Combining our econometric estimates with the recent EUROSTAT population projections, we may conclude that it will be hard to avoid a decline in GDP growth rates but that this decline will be more severe in demographic scenarios that imply slow or even negative rates of workforce growth. It needs to be said that our forecasts only offer a possible alternative scenario to be compared with the recent EPC (2005) productivity forecasts. However, it seems to be rather promising that even within such a simple stylised econometric model we chose for forecasting future economic growth that mainly relies on the projections of the future age structure, we arrive at a rather convincing productivity forecast as compared with the recent EPC (2005) productivity estimates. One could even argue that the assumption of convergence in productivity forecasts inherent in the EPC (2005) forecasts might be too strong, at least for the next two to three decades, since it hides the demographic diversity across the EU-25 countries that may be important for the demographic dividend still to be reaped by many of them. Our results might also imply that many of the economic processes over the next five decades might be closely correlated to the demographic structure and hence can be captured by forecasts of the age structure. Nevertheless it needs to be kept in mind that macro-level econometric studies as presented in this report are not adequate to identify the mechanisms and causalities that operate between the link of economic and demographic factors (although our results in Section 4.3 partly offer such an explanation where we have shown that the absorptive capacity is related to the age structure). The next steps in the research agenda are clearly in-depth micro studies on economic-demographic interactions.
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APPENDIX A: TRANSITIONAL GROWTH APPROXIMATION

Equation (7) is derived here. Since it is not the standard approximation that is used, the formal details are made clear here. So as not to repeat too many details, we refer to the equations in the text by number.

First rewrite $\ln y^* - \ln y$ using equation (6) for $k^*$ and $h^*$

$$\ln y^* - \ln y = \frac{1}{1 - \alpha - \beta} \ln A + \frac{\alpha + \beta}{1 - \alpha - \beta} \ln \frac{s}{\delta + w} + \frac{\beta}{1 - \alpha - \beta} \ln N - \ln y. $$

By using the dynamic equations for the technique factor (5) and the two types of capital accumulation in (4) and decomposing $\ln y$, we arrive with some manipulation at

$$\ln y^* - \ln y = \frac{1}{1 - \alpha - \beta} \left[ \ln \left( \frac{A + \delta}{\gamma} \right) - \ln \frac{A}{\gamma} + \frac{\delta + w}{\gamma} - \ln k - \frac{\delta + w}{\gamma} \right].$$

Using the definition of the logarithmic derivative, we have

$$\ln y^* - \ln y \approx \frac{1}{(1 - \alpha - \beta) \gamma (\delta + w)} \left[ (\delta + w) \frac{d \ln A}{dt} + \gamma (\alpha + \beta) \frac{d \ln k}{dt} \right].$$

where the expression in brackets is the directional time derivative of $y$ in the direction $(\delta + w, \gamma)$ in the $A - k$ plane. Since we assume $N$ to be constant over the period in question, this is exactly $\gamma \frac{d \ln y}{dt}$ when $\delta + w$ and $\gamma$ are equal numbers. It seems a rather innocuous assumption, when lacking information to the contrary, that these two terms are of approximately the same order of magnitude. Let $\lambda = (1 - \alpha - \beta) \gamma (\delta + w)$ then

$$\frac{d \ln y}{dt} \approx \lambda (\ln y^* - \ln y) D$$

where $D$ is a factor of the same order as the reciprocals of $\delta + w$ and $\gamma$. In the text $D$ is ignored since at any rate we measure $\gamma$ by the GDP per capita gap, assumed to be proportional to $\gamma$.

When calculating the estimates of annual rates of convergence from parameter estimates, we need to take into account that our proxy for $\gamma$ implicitly assumes the US growth rate, $g_{US}$, to be zero. The error term in (7) is thus really $u = \bar{u} + g_{US}$, where $\bar{u}$ is the approximation error above. Assuming this to be distributed with mean zero over our observations, $E(u) = E(g_{US})$, which tallies well with our estimates. Consequently the estimate of

$$\lambda = (1 - \alpha - \beta) [E(g_{US}) + E(\Gamma x)] = (1 - \alpha - \beta) b_2 - b_1 \Gamma.$$
APPENDIX B: INTERPRETATION OF AGE SHARE PARAMETER ESTIMATES

Some technical remarks are needed in order to understand exactly how to interpret the estimated parameters from the generic regression equation

\[ \frac{g_{\gamma}}{\Gamma_{\gamma}} = b_0 + b_1 \ln i_{\gamma} + b_2 \ln (\delta + w_{\gamma}) + b_3 \ln y_{\gamma} + b_4 \sum_{m} a_m \ln n_{m\gamma} + b_5 \frac{1}{\Gamma_{\gamma}} + \epsilon_{\gamma}. \]

First of all note that the relevant parameters for the growth effect will differ with the gap variable \( \Gamma_{\gamma} \), so the impact on the growth rate for each country and period is approximately given by multiplication with this factor which is less than one. Since the GDP level is part of the gap expression, this is not quite exact but it will do as an approximation. To give some sense of how that will modify the coefficients, Table App. 1 below lists the ten-year values using starting years for the period. While the general tendency is convergence towards the US in such a way that impacts diminish with time, there are exceptions for several countries where the gap starts increasing again.

Table App. 1:
Relative gaps in GDP per capita to the US for the EU-14 countries over ten-year periods from the starting years given in columns.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0.55</td>
<td>0.34</td>
<td>0.26</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.37</td>
<td>0.32</td>
<td>0.23</td>
<td>0.15</td>
<td>0.19</td>
<td>0.22</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.24</td>
<td>0.19</td>
<td>0.13</td>
<td>0.16</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>Finland</td>
<td>0.50</td>
<td>0.38</td>
<td>0.29</td>
<td>0.23</td>
<td>0.19</td>
<td>0.24</td>
</tr>
<tr>
<td>France</td>
<td>0.41</td>
<td>0.29</td>
<td>0.17</td>
<td>0.14</td>
<td>0.17</td>
<td>0.21</td>
</tr>
<tr>
<td>Germany</td>
<td>0.57</td>
<td>0.26</td>
<td>0.21</td>
<td>0.17</td>
<td>0.20</td>
<td>0.25</td>
</tr>
<tr>
<td>Greece</td>
<td>0.75</td>
<td>0.66</td>
<td>0.49</td>
<td>0.42</td>
<td>0.48</td>
<td>0.51</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.59</td>
<td>0.57</td>
<td>0.54</td>
<td>0.49</td>
<td>0.43</td>
<td>0.16</td>
</tr>
<tr>
<td>Italy</td>
<td>0.59</td>
<td>0.41</td>
<td>0.28</td>
<td>0.22</td>
<td>0.22</td>
<td>0.27</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.29</td>
<td>0.18</td>
<td>0.11</td>
<td>0.12</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.76</td>
<td>0.71</td>
<td>0.59</td>
<td>0.54</td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>Spain</td>
<td>0.72</td>
<td>0.67</td>
<td>0.49</td>
<td>0.41</td>
<td>0.37</td>
<td>0.36</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.24</td>
<td>0.18</td>
<td>0.09</td>
<td>0.15</td>
<td>0.19</td>
<td>0.23</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.18</td>
<td>0.13</td>
<td>0.19</td>
<td>0.22</td>
<td>0.20</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Second it should be noted that the sum of the age shares is restricted to unity, which in effect means that the net impact of a change in the age distribution cannot be directly inferred by looking at the coefficients. That is we cannot interpret the \( a_k \) as marginal elasticities. For example, assume that the 50-64 years age share increases by 10 per cent, then the coefficient...
will tell us that growth increases at approximately $0.1 \cdot a_{50-64}$, i.e., if we take the coefficient 2.4 with period dummies in Table 4 and multiply by the gap this will mean a very substantial impact on the growth rate: by around 5-10 percentage points if that was all that happened. But the marginal effect will also depend on what other age groups are decreased correspondingly. If it is the 65+ group, for example, the negative coefficient for that group will actually add to the positive effect. If it is some of the other groups, such as mature adults, there will in some cases be an offset to the negative effect. Thus marginal effects will always depend on the change in the whole distribution including children, although the effect from changes in the children group can only be inferred indirectly. To express this formally, partially differentiate the regression equation and assume all other variables (including the gap variable which is a bit inconsistent though) to remain constant, then the marginal effect from the age distribution is given by

$$
\dot{\sigma} = b_4 \sum a_m \dot{\ln} n_m \quad \text{subject to the restriction} \quad \dot{n}_{0-14} + \sum_m \dot{n}_m = 0
$$

Since $\dot{\ln} n_m = \frac{\dot{n}_m}{n_m}$, we can—for any given change—compute the impact from this but we have to specify the changes for every age group and it is difficult to give any generally valid intuition. Note that if the children’s share decreases, the sum of the changes in the other shares must be positive. Typically this is the trend case and the consistently increasing age share will be 65+ but there are numerous exceptions due to the ageing of baby boom generations that create aperiodic long waves in the trend growth rate.
APPENDIX C: DATA—DETAILS AND EXPLANATIONS

Introduction to Purchasing Power Parity


The most widely used additive PPP method is Geary (1958) and Khamis (1972). Geary-Khamis (G-K) is used to construct the PWT, it is also used (partly at least) by the ICP, WDI, IMF and OECD. G-K gives greater weight to the price vectors of larger countries when determining the reference price vector. The G-K reference price vector therefore resembles more closely the price vectors of the richer countries in a comparison, hence it follows from the Gerschenkron effect that Geary-Khamis will tend to underestimate per capita income differentials across countries. In contrast, exchange rate comparisons tend to overestimate per capita differentials across countries. This is because nontradables tend to be more labour-intensive and hence relatively cheaper in poorer labour-abundant countries.

The Eltetö and Köves (1964) and Szulc (1964) (EKS) method is the multilateral method used by the Eurostat to make comparisons between the member countries of the European Community. The EKS method is transitive but not additive, in other words, EKS quantity indices are not consistent over different levels of aggregation. The EKS method has gained in status since it is now the preferred method of aggregation for international comparisons at the OECD and Eurostat. The EKS can be defined as an unweighted geometric average of the chained comparisons between countries that uses each of the countries in these comparisons as a link. The EKS method produces comparisons which are transitive, in addition, these indices also satisfy the important least-squares property that deviate the least from the pairwise Fisher binary comparisons.

Growth in the current gross domestic product (GDP) or any other nominal value aggregate can be decomposed into a price effect and a volume effect. Index number theory provides numerous indices that differ in the way the components are weighted. The quantities in the Lasreyres index are weighted with the prices of a previous period, in the Paasche index, on the other hand, they are weighted with the prices of the current period. It can be shown that, in general, a Laspeyres quantity index will generate a larger increase over time than a Paasche quantity index. This occurs when prices and quantities are negatively correlated, i.e., when goods and services that had become relatively more expensive are replaced by goods and services that have become relatively less expensive. This common substitution effect says to economic theory that the Laspeyres and Paasche indices set upper and lower limits for a theoretically ideal, less biased, index. This theoretical index can be approached by a Fisher-type index, representing the geometric mean of the Laspeyres and Paasche indices.

The Fisher index is not only theoretically superior but it also includes a number of desirable properties from the point of view of the National Accounts. It is reversible over time, i.e., the index showing the change between period (b) and period (a) is the reciprocal of the index showing the change between period (a) and period (b). Another interesting feature is the reversibility of factors by which the product of the price and quantity indices is equal to the index of the change in current values.
The framework underlying the national accounts, which influences standards for most economic statistics, including PPPs, is the SNA93. The adoption of the SNA by the majority of national statistical agencies means an internationally comparable set of national accounts data with accepted and well-understood aggregates is available. SNA 93 strongly recommends using PPPs in international comparisons of real production and consumption. When exchange rates are used to convert GDP into a common currency, the prices at which goods and services in high-income countries are valued tend to be higher than in low-income countries, thus exaggerating the differences in real income between them. In practice, the only certainty with exchange rate based comparisons is that, for any point in time, they will significantly overstate the difference in per capita GDP volumes between high and low-income countries. PPPs, therefore, provide the only valid means of making international comparisons in most situations although exchange rates should be used in certain, limited circumstances, such as in calculating the value of imports that can be purchased from a given level of export receipts.

For cross-border comparisons as for intertemporal estimates of real GDP, price and quantity components have to be separated out, so that the respective GDPs are expressed in a common set of prices. This is achieved by the use of PPP ratios or converters, but cross-country PPP-based figures for GDP do not measure, and do not claim to measure, differences in living standards, their purpose is to enable estimates to be made of cross-country differences in real GDP and of movement in the real GDP of country groupings and the world as a whole.

**OECD/Eurostat approach**


The calculation of PPPs is undertaken in two stages. First, there is the estimation of unweighted PPPs at the basic heading level, and then there is aggregation of the basic PPPs up to the level of GDP. Eurostat-OECD comparisons have always used the EKS method to derive unweighted PPPs at the basic level. Since 1990, the EKS method has also been used to obtain PPPs for the various level of aggregation up to GDPS.

The EKS method provides PPPs for each pair of countries in the comparison that are close to the PPPs which would be obtained if each pair of countries had been compared separately. This is because the EKS procedure in making the Fischer PPPs transitive minimises the difference between them and the resulting EKS PPPs. It also provides real expenditures that are not additive. The real expenditures, however, are not subject to the Gerschenkron effect. The effect applies to aggregation methods that use either a reference price structure or a reference volume structure to compare countries and arises because of the negative correlation between prices and volumes. The EKS method does not use either a reference price structure or a reference volume structure when estimating real expenditures.

PPP price samples tend to be small and variable over time making the temporal comparison of price levels difficult. PPP samples are conceived to maximise comparability of items across countries at a given point in time. Samples for temporal price indices tend to be
larger and conceived to maximise comparability over time within a country. But they are not set up to deliver international comparability of items. Thus, when PPP samples change over time, it makes little sense to compare prices and related indicators over time. This is particularly true for disaggregated data, where the underlying PPP samples are even smaller than at GDP level.

PPP-converted GDP data should never be used to establish growth rates of GDP. The appropriate base for growth rate calculations is GDP at constant prices and in national currency, as only this measure is based on temporal price indices, constructed to ensure comparability over time and within a given country. If transitivity over space and time is an indispensable requirement, Eurostat and OECD recommend constant PPPs for time-series analysis. Under constant PPPs, a single year is chosen to provide the benchmark for level comparisons and all other observations are obtained by global extrapolation, using relative rates of GDP growth as provided by the national accounts.

PPP is a concept that is not immediately and easily understood. This has generated misunderstandings as sometimes PPPs are used for purposes to which they are not suited. In essence, PPPs are price comparison in space and therefore the most recommended applications are spatial ones, comparisons of PPP-converted indicators across countries at a given point in time. The most common usage of PPPs is to generate comparable volume measures in per-capita terms across countries and to calculate general price level indices. They can also be used in other areas such as labour productivity comparisons at GDP level and in measuring the relative size of economies. Despite being designed for spatial comparisons, PPPs and related economic indicators can be used for intertemporal comparisons but with certain limitations and exercising the necessary care. In addition, the sampling of items and price collection for PPPs are not designed to capture the pure price change over time as in the case of consumer price indices but instead price differential over space. In effect, GDP converted using PPP should be understood more like current price volume series.

**Penn World Table**

Sources are Penn World Table 2004 and Dowrick 2005.

Purchasing power parity is the number of currency units required to buy goods equivalent to what can be bought with one unit of the base country. The PPP is the national currency value of GDP divided by the real value of GDP in international dollars. International dollar has the same purchasing power over total US GDP as the US dollar in a given base year (1996 in PWT 6.1).

RGDPCH (Chain) is a chain index obtained by first applying the component growth rates between each pair of consecutive years to the current price component share in year t-1 to obtain the DA growth rate for each year. This DA growth rate for each year t is then applied backwards and forwards from 1996, and summed to the constant price net foreign balance to obtain the chain GDP series. The method used in PWT is the Geary (G-K) multilateral method, and its corollary is a matrix of additive expenditures valued at
international prices at the basic heading level, in addition to the price levels of the aggregate components of GDP.

The WDI (2002) were taken as the starting point in the creation of a national accounts series. The 1996 price levels for C, I, and G for the 1996 benchmark data, the non-benchmark data and the previous benchmark data are deflated to all years available in the country’s national accounts file (1950-2000). Together with the nominal expenditures on C, I and G for these years, they become inputs to what they term the mighty G-K (a multilateral aggregation across all countries, for each year). The results is a matrix of additive expenditures valued at international prices for each year, in addition to the price level of GDP for all countries in all years.

The data input for the multilateral aggregation are the local currency expenditures and price parities of 31 basic headings for 115 countries provided by the World Bank. The aggregate price levels for each country are obtained using the Geary (G-K) multilateral method. A corollary of the Geary method is a set of international prices for each basic heading. The international price of a heading is the weighted average of the prices relative to the price levels, with weights equal to the quantities; in practise they use expenditures and notional quantities. The international prices are expressed relative to the US dollar, and the reciprocal of the vector of international prices is equal to the price parities of the US.

The difference between PWT estimates and the published work of the OECD is that they have done their aggregation for 51 countries and have used the EKS method, a technique also used by the European Union. PWT also use the super-country weighted Geary method, in an attempt to assign proportional representation of the benchmark countries relative to the world. Super-country weighting simply allocates the expenditures of countries which are not in the benchmark to similar countries that are in the benchmark. The World Bank has used a different weighting scheme, one that assigns equal weight to each country over all of GDP, so that small countries will have the same importance over all headings as larger countries.

PPPs used in the PWT are defined by the G-K method and the fact that the implication of this procedure is that the PWT, valuing the output of all countries at rich-country prices, is likely to overstate the real GDP of poorer countries. The EKS index, which is favoured by the OECD in calculating PPPs, is a multilateral extension of the substitution bias-free Fischer index and is therefore expected to yield more correct estimates.

Groningen Total Economy Database (GGDC)

The main source regarding this database is Maddison 2003.

For each country detailed source descriptions are provided, but in general the following sources were used for the trends in real GDP. From 1990 onwards, series for OECD countries are mostly derived from the most recent editions of OECD National Accounts (Paris). For eastern European countries, we made extensive use of published data from the Vienna Institute for Comparative Economic Studies (WIIW) and from United Nations Economic Commission for Europe (UNECE). For Asian countries we used data from the Asian Development Bank,
For OECD countries, other (candidate) European Union member countries and Israel, GDP levels are measured in 2002 US dollars, for which “EKS” purchasing power parities have been used. These PPPs are obtained from OECD, Purchasing Power Parities 2002, Paris January 2005.

**Figure App. 1:**
GGDC data on GDP per capita data, measured in 2002 EKS USD.

Highest GDP per capita in Figure App. 1 belongs to USA with Denmark second highest. General data stretch over the period 1950-2004. German data are available for West Germany 1950-1997, Germany 1989-2004.

**PPP comparisons (OECD, WDI, GGDC, PWT)**

In this comparison we use purchasing power parity GDP data to analyse the difference between the series possible to use in our upcoming project. The OECD data is based on PPPs for 2000 US dollar, the WDI on PPPs for constant 2000 international dollar, the GGDC on PPPs in 2002 EKS dollar, and the PWT on PPPs for the 1996 Chain Series also expressed in dollar. As can be seen in the figures, the growth rates are very similar between most of the series included, especially between the series from GGDC and OECD, based on the same PPPs. The WDI differ somewhat with regard to the other series depending on the country in focus: for Germany and the US the series is more or less identical to the OECD’s, while for the UK, the WDI series annual growth rate does not seem to correspond totally to any of the
other series in the analysis. The PWT series in most cases follow the OECD/GGDC annual growth rates quite closely.

Figure App. 2:
Comparison for Germany, United States and United Kingdom of the GDP per capita growth rates from different data sources.